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ABSTRAK 

 Penerapan Data Mining Untuk Prediksi Penjualan Produk Ma-kanan Hewan Menggunakan Metode 

K-Nearest Neighbor. Menjual barang merupakan hal utama yang dilakukan bisnis untuk menghasilkan uang, dan 

setiap penjualan menciptakan informasi yang dapat digunakan di kemudian hari. Akan tetapi, banyak informasi 

penjualan yang sering kali tidak digunakan sebagaimana mestinya, terutama untuk membuat pilihan. Salah satu 

penggunaan informasi ini adalah untuk menebak jenis makanan hew ani mana yang laku banyak atau sedikit. 

Penelitian ini menggunakan suatu cara pencarian informasi dalam data, yang disebut data mining, dengan suatu 

metode yang disebut K-Nearest Neighbor (KNN) untuk menebak hal-hal mengenai data penjualan. KNN dipilih 

karena metode ini baik dalam menangani banyak data dan cukup kuat terhadap masalah dalam data (noise). 

Penelitian ini dilakukan dengan menggunakan 208 record penjualan yang dibagi menjadi 80% untuk pelatihan 

sistem dan 20% untuk pengujiannya. Hasil penelitian menunjukkan bahw a metode KNN dapat mengurutkan jenis 

produk dengan akurasi 80,4% dengan menggunakan metode yang disebut Euclidean Distance. Hasil penelitian 

juga menunjukkan bahw a produk yang paling laku adalah Whiskas 80gr Junior Tuna dengan estimasi penjualan 

sebanyak 6963 unit. Sementara itu, produk yang diprediksi paling sedikit laku adalah Whiskas Adult 1.2 kg dengan 

estimasi penjualan sebanyak 8 unit. 

Kata kunci:  K-Nearest Neighbor; Euclidean Distance; Prediksi Penjualan; Pakan Hew an. 

 

ABSTRACT 

 Application of Data M ining for Predicting Sales of Pet Food Products Using the K-Nearest Neighbor 
M ethod Sales are essential for businesses to make money, and each sale creates useful information. But much of 

this sales information is not used well, especially for making important choices. One good use is to guess which 

animal foods will sell a lot or a little. This research uses a data mining method with the K-Nearest Neighbor (KNN) 

algorithm to guess sales based on past sales data. The KNN method is used because it works well with big sets of 

data and deals well with data that is not clear. This study used 208 sales records, divided into 80% for learning and 
20% for testing. The results show that KNN can sort product types with 80.4% accuracy, using the Euclidean Dis-

tance method. Also, the model guessed that the best-selling product would be Whiskas 80gr Junior Tuna, with 

about 6963 units sold, and the worst-selling product was Whiskas Adult 1.2 kg, with only 8 units expected to sell. 

Keywords: K-Nearest Neighbor; Euclidean Distance; Sales Prediction; Animal Feed. 
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1. PENDAHULUAN 

Penjualan merupakan salah satu 
kegiatan bisnis yang menghasilkan uang bagi 
pemiliknya. Perusahaan selalu memiliki tujuan 
jangka panjang untuk mencapai tujuan perus-
ahaannya. Pertumbuhan koneksi dunia yang pe-
sat juga membuat setiap perusahaan berlomba-
lomba untuk menghasilkan uang dan bertahan di 
pasar. Setiap bisnis membutuhkan bisnis yang 
stabil dengan melakukan prediksi tentang 
penjualan. Secara umum, pengertian penjualan 
dapat dipahami sebagai suatu upaya atau 
langkah nyata yang dilakukan untuk memin-
dahkan suatu produk, baik barang maupun jasa, 
dari produsen ke konsumen sebagai 
sasarannya. Tujuan utama dari penjualan ada-
lah untuk memperoleh keuntungan [1].  

Kini banyak toko yang menggunakan 
teknologi dan sistem komputer untuk menangani 
data, dan bisnis perlengkapan hewan peliharaan 
juga melakukan hal ini. Toko hewan peliharaan 
menjual berbagai barang seperti makanan he-
wan peliharaan, vitamin hewan peliharaan, 
mainan hewan peliharaan, perlengkapan hewan 
peliharaan, dan layanan perawatan hewan peli-
haraan. Toko ini menggunakan sistem komputer 
penjualan untuk membantu menjalankan bisnis 
dan menjual barang. Bisnis ini juga menjual ba-
rang dalam jumlah besar ke toko-toko lain. Se-
tiap hari, ada sekitar 360 catatan penjualan. 
Banyak makanan hewan peliharaan yang dijual, 
terutama untuk kucing dan anjing, karena se-
makin banyak orang yang suka memelihara 
mereka, sehingga kebutuhan utama mereka ser-
ing kali diminati. 

Namun meskipun mereka memiliki ban-
yak info penjualan, perusahaan tidak dapat me-
nangani data stok mereka untuk membuat info 
tambahan yang dapat membantu mereka mem-
buat pilihan penjualan. Penambangan data ada-
lah proses mencari melalui sejumlah besar data 
untuk menemukan pola data dan pengetahuan 
yang menarik. Sumber data dapat mencakup 
basis data, gudang data, web, repositori, atau 
data yang mengalir ke sistem dinamis [2]. 

 

Peramalan adalah salah satu cara 
penambangan data yang digunakan untuk mem-
buat tebakan tentang apa yang akan terjadi 
menggunakan data yang telah diolah, sehingga 
rinciannya dapat digunakan nanti jika sesuatu 
terjadi berdasarkan data yang kita miliki. Inti dari 
peramalan adalah untuk membuat tebakan yang 
lebih baik tentang apa yang akan terjadi di masa 
depan dan membuat hal-hal menjadi kurang 

tidak pasti, karena peramalan dapat mengetahui 
produk mana yang laku dan mana yang tidak, 
sehingga ramalan ini dapat digunakan untuk 
bisnis di masa mendatang dan mengurangi 
produk tambahan yang tidak diukur untuk 
menyamai penjualan [3][4]. 

Risiko K-NN menggunakan tetangga 
dekat untuk menyortir hal baru, seperti mencari 
teman. K-NN termasuk dalam cara belajar yang 
diawasi; jenisnya diambil dari suatu kelompok, 
seperti teka-teki baru. Jenisnya berasal dari apa 
yang sering muncul, seperti suara terbanyak. K-
NN adalah cara belajar yang santai; ia melewati 
model data pengujian dan belajar hanya dari 
pengujian penyortiran. K-NN mencari fitur dan 
melatih data menggunakan hal-hal yang sedang 
disortir. Ditambah lagi, penelitian menunjukkan 
K-NN bisa sangat tepat sasaran, seperti 
mengenai sasaran. 

Purwanti [1] pernah melakukan 
penelitian mendalam mengenai bagaimana 
metode peramalan dapat mendongkrak 
penjualan produk. Muhammad [4] juga 
menggunakan trik K-NN dalam penelitiannya, 
yaitu membuat peramalan dan tebakan dan 
hasilnya cukup akurat yaitu 80%. Hardiyanto [3] 
bahkan menggunakan K-NN untuk menebak be-
rapa banyak sepatu yang mungkin akan mereka 
jual dan hasilnya 86% akurat. 

Penelitian ini, berdasarkan studi, ber-
tujuan untuk menggunakan K-NN karena dapat 
menangani data yang tidak teratur dengan baik. 
K-NN bekerja paling baik jika terdapat banyak 
data pelatihan dan mengubah aturan menjadi 
kelompok. K-NN dapat menemukan dua atau 
tiga jenis data dan studi ini menggunakan trik 
matematika. Trik matematika ini disebut jarak 
euclidean untuk memilah-milah sesuatu, dan 
memilih nilai terbesar untuk mengklasifikasikan 
produk. 

Banyak penelitian yang menguji 
bagaimana data mining mengamati tren 
penjualan, tetapi penggunaan metode seperti K-
Nearest Neighbor untuk menebak penjualan ba-
han makanan hewani masih belum begitu 
umum. Meskipun data transaksi harian mening-
kat, pemilik usaha kecil dan menengah biasanya 
masih bergantung pada firasat untuk memutus-
kan stok produk, yang dapat menciptakan ketid-
akseimbangan antara permintaan dan ketersedi-
aan stok. 

Berdasarkan latar tersebut, penelitian ini 
memiliki dua tujuan. Pertama, penelitian ini men-
coba melihat cara kerja KNN dalam mengolah 
data penjualan, menemukan barang yang laku 
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keras atau hampir tidak laku. Selanjutnya, 
dengan menggunakan informasi yang telah dis-
ortir tersebut, penelitian ini menyusun beberapa 
aturan pengambilan keputusan bagi pemilik toko 
untuk merencanakan stok mereka dengan lebih 
cerdas. Pada akhirnya, penelitian ini menya-
takan bahwa meningkatkan penjualan bukan 
hanya tentang menggunakan metode yang 
canggih, tetapi lebih tentang toko yang terbuka 
untuk menggunakan teknologi data sebagai alat 
praktis untuk membuat keputusan yang tepat. 

2. TINJAUAN PUSTAKA  

 Penelitian ini bertumpu pada teori data 
mining sebagai teknik eksplorasi data berskala 
besar untuk menemukan pola tersembunyi yang 
dapat mendukung pengambilan keputusan. 
Dalam konteks bisnis, data mining 
memungkinkan prediksi penjualan secara lebih 
tepat berdasarkan data historis yang dimiliki 
perusahaan. Salah satu metode yang digunakan 
adalah K-Nearest Neighbor (KNN), yaitu 
algoritma prediksi yang mengklasifikasikan data 
baru berdasarkan kedekatannya dengan data-
data sebelumnya. Algoritma ini dikenal karena 
kesederhanaannya namun tetap efektif dalam 
memodelkan pola penjualan. 

Penelitian yang relevan dilakukan oleh 
Rahmadani (2021), yang menerapkan KNN 
untuk memprediksi jumlah penjualan produk 
retail dan memperoleh akurasi prediksi yang 
cukup tinggi. Penelitian lainnya oleh Saputra dan 
Lestari (2022) menunjukkan bahwa metode 
KNN mampu mengidentifikasi tren penjualan 
berdasarkan data transaksi sebelumnya dengan 
akurasi di atas 85%. Studi-studi ini mendukung 
penggunaan KNN sebagai metode prediksi yang 
tepat dalam konteks penjualan produk, termasuk 
makanan hewan. 

Berdasarkan teori dan hasil penelitian 
terdahulu, peneliti mengembangkan kerangka 
konsep yang menggabungkan data historis 
penjualan dengan metode klasifikasi KNN untuk 
memprediksi penjualan produk makanan hewan. 
Kerangka ini diharapkan mampu menjadi dasar 
logis dalam menjawab rumusan masalah serta 
menguji hipotesis penelitian secara sistematis. 
termasuk kerangka konsep penelitian.  

3. METODE 

Penelitian ini menggunakan dataset 
penjualan pakan hewan. Dalam konsep 

penelitian terdapat beberapa tahapan 
diantaranya data seleksi, preprocessing data, 
kemudian dilakukannya penentuan jarak nilai K, 
yang selanjutnya adalah melakukan perhitungan 
Euclidean Distance untuk memperoleh jarak 
mayoritas dalam menentukan klasifikasi kategori 
produk Laris dan Tidak Laris, setelah didapat 
output dari metode klasifikasi selanjutnya adalah 
mencari prediksi penjualan melalui RapidMiner. 
Secara umum alur penelitian yang dilakukan 
menggunakan tahapan data mining sesuai KDD 
yang terdiri dari tahap selection, tahap 
preprocessing, tahap transformation, tahap 
mining dan tahap evalusi [17] yang kemudian 
dipecah perdasarkan kegiatan yang dilakukan 
dalam penelitian. 

 

 

Gambar 1. Processing Data KNN 

Mengacu pada gambar 1 penelitian 
yang akan dilakukan memiliki beberapa tahapan 
diantaranya: 

1. Data melewati pembersihan yang aneh 
dan perubahan yang liar, seperti 
mengubah batu kasar menjadi permata 
yang siap digunakan.  

2. Setelah mandi data, pilih angka yang 
disebut K. Ini seperti menemukan jalur 
terpendek berdasarkan apa yang 
dipikirkan kebanyakan orang. 

3. Bagi 208 bagian menjadi dua kelompok, 
seperti resep yang menggunakan 167 
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untuk belajar dan 41 untuk menguji 
apakah rasanya enak.  

4. Trik KNN memiliki lima cara untuk 
menemukan teman di sekitar. Salah 
satu cara, yang disebut Euclidean, 
membantu menemukan rasa utama 
untuk mengurutkan item.  

5. Langkah ini menghitung seberapa baik 
pengurutan berjalan. Ini seperti 
memeriksa skor Anda setelah 
permainan menggunakan alat bernama 
RapidMiner.  

6. Setelah mengetahui item mana yang 
laku, tebak apa yang mungkin laku 
bulan depan, menggunakan penjualan 
sebelumnya sebagai peta untuk 
mencapai target. 
   

4. HASIL DAN PEMBAHASAN 

Hasil Penelitian ini menghasilkan model 

prediksi penjualan produk makanan hewan 

menggunakan algoritma K-Nearest Neighbor 

(KNN). Proses pengolahan dilakukan terhadap 

208 data historis penjualan yang telah melalui 

tahap pembersihan dari total 360 data awal. 

Data kemudian dibagi menjadi data latih (train-

ing) sebesar 80% dan data uji (testing) sebesar 

20%. Pengujian dilakukan menggunakan 

perangkat lunak RapidMiner dengan nilai K = 5 

dan pengukuran jarak menggunakan Euclidean 

Distance. 

4.1 Preprocessing Data 

a. Data Cleaning 
1. menunjukkan info yang kami gunakan. Selan-
jutnya, kami merapikannya, memperbaiki be-
berapa hal yang tampaknya tidak sesuai dengan 
apa yang kami ketahui. 

Tabel 1. Dataset 
No Nama Bahan 

1 

Bahan 

2 

Bahan 

3 

Satuan Kelas 

1 Acis Cat 

Tuna 

221 170 34 Kilo 425 

2 Beauty 

Cat 

2067 1943 1849 Kilo 5859 

3 Bolt Cat 

Tuna 

Ikan 

33782 30780 30982 Kilo 95544 

4 Bolt Cat 

Tuna 

Donat 

7957 8832 7502 Kilo 24291 

.. ……….. ……. …….. …… …….. …… 

360 Whiskas 

Adult 

1.2kg 

Tuna 

67 61 71 Pcs Laris 

 
Setelah merapikan info, kami memiliki 360 bit 
yang dapat digunakan, dengan beberapa hal 
yang tidak laku. Setelah beberapa pekerjaan 
data, kami menemukan 208 bagian info untuk 
digunakan, seperti yang Anda lihat pada tabel 2. 

 

Tabel 2. Data Setelah Cleaning 
No Nama Bahan 

1 

Bahan 

2 

Bahan 

3 

Satuan Kelas 

1 Acis Cat 

Tuna 

221 170 34 Kilo Tidak 

Laris 

2 Beauty 

Cat 

2067 1943 1849 Kilo Laris 

3 Bolt Cat 

Tuna 

Ikan 

33782 30780 30982 Kilo Laris 

4 Bolt Cat 

Tuna 

Donat 

7957 8832 7502 Kilo Laris 

5 Bolt Cat 

Salmon 

3133 3062 3527 Kilo Laris 

6 Bolt 

Dog 

Beef 

552 627 460 Kilo Tidak 

Laris 

7 Bolt Kit-

ten 

9 47 60 Sak Laris 

.. …… ……. ….. …… ….. …… 

… …. ……. ….. …… ….. …… 

208 Whiskas 

Adult 

1.2kg 

Tuna 

67 61 71 Pcs Laris 

       

b. Data Transformation 

Pada langkah transformasi data, data campuran 
diubah dan dibagi menjadi set data pelatihan 
dan pengujian yang terpisah menggunakan Mi-
crosoft Excel. Data pelatihan dibuat terpisah dari 
data pengujian, dengan 167 titik data pelatihan 
diproses dari rasio 80%. Data pengujian 
disajikan secara terpisah menurut rasio pemisa-
han. Data pengujian dipisahkan menjadi file Mi-
crosoft Excel yang berbeda. Data pengujian 
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dibagi menjadi 41 titik data, sedangkan data 
pelatihan dibagi menjadi 167 titik data. Pemisa-
han file data ini memungkinkan impor data 
terpisah ke RapidMiner untuk data pengujian 
dan pelatihan, seperti yang ditunjukkan pada 
tabel 3. 

 

Tabel 3. Sampel Data Training 
No Nama Bahan 

1 

Bahan 

2 

Bahan 

3 

Satuan Ke

la

s 

Rata-rata 

1 Acis 

Cat 

Tuna 

221 170 34 Kilo Ti

da

k 

La

ris 

141,666 

2 Beauty 

Cat 

2067 1943 1849 Kilo La

ris 

1953 

3 Bolt 

Cat 

Tuna 

Ikan 

33782 30780 30982 Kilo La

ris 

31848 

4 Bolt 

Cat 

Tuna 

Donat 

7957 8832 7502 Kilo La

ris 

8097 

.. …….. ……. ……. ……. …… …

… 

…… 

.. …….. ……. ……. ……. …… … …… 

167 Rc Uri-

nary 

Care 

400gr 

100 116 90 Pcs La

ris 

102 

 

 

 

c. Data Transformation 

Langkah-langkah untuk mengubah atau 
menghilangkan nilai yang tidak diperlukan. 
Kumpulan data pertama yang terdiri dari 360 
bagian memiliki beberapa item dengan nilai 
yang tidak diperlukan, sehingga data tersebut 
dipangkas, sehingga menghasilkan hasil data 
sebanyak 208 bagian. Dalam pengurangan data 
ini, kelas-kelas diubah agar sesuai dengan 
aturan yang diberikan oleh orang-orang yang 
terlibat saat memutuskan kelas produk mana 
yang akan digunakan.  

4.2 Menentukan Nilai K 

Nilai K ditentukan sebagai K=5 untuk menghi-
tung jarak Euclidean. Apabila jarak yang 
digunakan terlalu sedikit maka data yang 
dihasilkan tidak bervarian dan apabila nilai yang 
diambil adalah nilai genap maka akan 
menghasilkan perhitungan yang kembar atau 
tidak berbebeda.  

4.3 Perhitungan K-NN 

Tabel berikut merupakan data sample yang 
digunakan untuk menentukan perhitungan pred-
iksi Laris atau Tidak Laris dengan metode K-NN  

Tabel 4. Sampel Data 
Nama Bulan 

1 

Bulan 

2 

Bulan 

3 

Satua

n 

Kate-

gori 

Acis 

Cat 

Tuna 

221 170 34 Kilo Tidak 

Laris 

Beauty 

Cat 

2067 1943 1849 Kilo Laris 

Bolt 

Cat 

Tuna 

Ikan 

3378

2 

3078

0 

3098

2 

Kilo Laris 

Bolt 

Cat 

Tuna 

Donat 

7957 8832 7502 Kilo Laris 

Bolt 

Cat 

Salmo

n 

3133 3062 3527 Kilo Laris 

Bolt 

Dog 

Beef 

552 627 460 Kilo Laris 

Bolt 

Kitten 

9 47 60 Sak Laris 

Cat 

Choice 

Adult 

Tuna 

8142 574 5047 Pack Laris 

Cat 

Choice 

Adult 

3846 5866 5195 Pack Laris 
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Salmo

n 

Cat 

Choice 

Kitten 

Tuna 

5138 5963 2626 Kilo Laris 

Berdasarkan rasio split yang digunakan yaitu 
data training sebesar 167 dan data testing dibagi 
sebesar 41 data. Berdasarkan data pada table 
data yang ditampilkan merupakan 10 data sam-
pel dari 167 data seperti pada tabel 5.  

4.4 Menghitung Euclidean Distance   

Jarak Euclidean dihitung menggunakan data 
training dan data testing yang sudah dibagi un-
tuk menemukan jarak terkecil. Jarak Euclidean 
ini didapat dari perhitungan pengurangan data 
training dengan data testing pada tabel 5.  

Tabel 5. Sample Jarak Euclidean 
1 2 ………… ……… 41 

414,6734 250,6152 ………… ……… 155,0645 

2802,808 3349,449 ………… ……… 3089.823 

54627,01 55177,05 ………… ……… 54917,26 

13465,6 14017,36 ………… ……… 13757,33 

 

Setelah jarak Euclidean dihitung maka selanjut-
nya menghitung jarak K=5 dari hasil perhitungan 
Euclidean dari nilai yang paling terkecil pada 
tabel 6. 

Tabel 6.  Data Hasil Uruatan K=5 
Uji 1 Uji 2 ………… Uji 41 

132,42 18.60 ………… 54,16 

135,606 23,79 ………… 64,93 

137,38 24,166 ………… 73,11 

178,46 32,06 ………… 83,57 

183,01 32,577 ………… 87,69 

 

4.5 Menghitung Confusion Matrix 

Setelah data sudah selesai diperhitungkan maka 
data tersebut siap untuk diujikan. Confussion 
matrix didapatkan untuk memperhitungkan eval-
uasi tingkat akurasi, seperti sample pada tabel 
7. 

Tabel 7.  Confusion Matrix 
  Prediksi Tidak 

Laris 

Prediksi 

Laris 

Asli Tidak Laris 2 4 

Asli Laris 4 31 

Berdasarkan pengurutan hasil uji 1 hingga uji 41 
didapatkan hasil perhitungan pada Table 3. nilai 
variabel kelas Laris dan Tidak Laris bernilai True 
Positive (TP) sebanyak 31, True Negative (TN) 
sebanyak 2, False Positives (FP) berjumlah 4 
data, False Negative (FN) bernilai 4. Setelah 
nilai variabel didapatkan maka selanjutnya 
melakukan perhitungan tingkat akurasi. 
 
a. Accuration  

 

b. Precision 

  

c. Recall 

 
 
Berdasarkan perhitungan akurasi klasifikasi 
didapatkan akurasi sebesar 80,4%, presisi 
sebesar 88% dan recall sebesar 88,5%. 

4.6 Prediksi Target 

Setelah melakukan klasifikasi prediksi pada 
kategori laris dan tidak laris setiap produk maka 
selanjutnya adalah memprediksi target 
penjualan untuk bulan ke- 4 berdasarkan rata-
rata penjualan. Rata-rata penjualan ini dihitung 
berdasarkan penjualan selama 3 bulan sebagai 
target dibulan selanjutnya. 
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Gambar 2. Import data RapidMiner 

Data pada Gambar 2. merupakan data training 
yang terdapat prediksi kuantitas target 
penjualan diimpor dengan RapidMiner untuk 
memproses prediksi. Apabila data sudah diim-
por maka langkah selanjutnya adalah menyam-
bungkan proses KNN pada RapidMiner. 

 

Gambar.3 Penyambungan Proses Prediksi 

Proses penyambungan terdapat pada Gambar 
3. setelah semua proses tersambungkan maka 
data target prediksi sudah dapat diperhitungkan 
dan menghasilkan prediksi. 

 

Gambar 4. Prediksi Produk Tertidak Laris 

Setelah diproses maka telah diketahui target 
rata-rata penjualan dengan prediksi bulan 4 
yang didapat pada Gambar 4. Berdasarkan 
proses hitung produk yang paling sedikit terjual 
produk Whiskas Adult 1,2 kg dengan target 8 
terjual dan prediksi terjual sebanyak 4 dengan 
kategori terjual Tidak Laris. 

 

Gambar 5. Prediksi Produk 

Pada Gambar 5. didapatkan produk paling ban-
yak terjual yang diprediksi adalah produk 
Whiskas 80gr junior tuna dengan target 11032 
dan prediksi terjual bulan 4 sebanyak 6963,5 
dengan terkategori terjual Laris. Pada bagian 
ini berisi hasil dan pembahasan dari topik 
penelitian, yang bisa di buat terlebih dahulu 
metodologi penelitian. Bagian ini juga 
mempresentasikan penjelasan yang berupa 
penjelasan, gambar, tabel dan lainnya. 

 

5. KESIMPULAN 

Penelitian yang dilakukan dengan 
menggunakan data set sejumlah 360 data 
penjualan pakan hewan dan dilakukan proses 
pembersihan data sehingga menjadi 208 data 
penjualan. Dari 208 data dibagi menggunakan 
persentase split dengan rasio 80%:20% antara 
data training dan data testing, perhitungan dil-
akukan secara manual dan menggunakan 
RapidMiner. Setelah dilakukan penentuan K=5 
kemudian dilakukan perhitungan Euclidean dis-
tance dan diurutkan pada jarak terkecil untuk 
melakukan kalsifikasi kategori produk. Diapat 
produk diklasifikasikan 6 Tidak laris, dan 35 Laris 
dengan akurasi 80,4%. Nilai prediksi ini bisa di-
jadikan informasi untuk pemilik bisnis sebagai 
pengolahan informasi mengenai stok dan kebu-
tuhan atau pengurangan stok barang. Dengan 
ini didapatkan prediksi stok bulan 4 yang dihi-
tung dari target rerata penjualan. Didapatkan 
prediksi produk pada bulan Oktober 2022 yaitu 
Whiskas 80gr junior tuna sebagai produk yang 
diprediksi paling banyak terjual sebanyak 6963 
yang berkategori laris. Dan prediksi produk pal-
ing sedikit terjual yaitu Whiskas Adult Mackarel 
1,2kg diprediksi terjual sebanyak 4 yang ber-
kategori tidak laris 
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