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Abstract 

 

Diabetes is a disease that can attack anyone, where this disease occurs because there is excessive 

sugar content in the human body. Therefore, prevention of diabetes is necessary so that preventive measures 

can be given as early as possible. In this research, a classification process will be carried out using the 

Random Forest algorithm, Support Vector Classification and XGBoost. This research will use a dataset 

which consists of 768 total data with a distribution of non-diabetic data of 500 and a distribution of diabetes 

data of 268. For the classification results after testing, the results were that classification using random 

forest obtained a testing accuracy of 79.22%, with using support vector classification gets a testing accuracy 

of 76.62%, using XGBoost gets a testing accuracy of 79.22% using Logistic Regression gets a testing 

accuracy of 80.52%. The best classification value is obtained when using the Logistic Regression algorithm, 

namely with a precision of 79.00%, recall of 77.00% and F1-Score of 78.00%. 
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1. Introduction 

High blood sugar levels are a hallmark of 

diabetes, a chronic metabolic condition brought on 

by the body's ineffective production or utilization 

of insulin (Pelegrín & Hospitaleche, 2022). Insulin 

is a hormone that helps body cells absorb glucose, 

which helps to control blood sugar levels (Gray, 

1996). Diabetes comes in two basic forms: type 1, 

where the immune system assaults the pancreatic 

cells that create insulin, preventing the body from 

creating any, and type 2, where the body either 

produces insufficient amounts of insulin or uses it 

inefficiently (Clucas et al., 2022). Genetics, weight, 

and way of life are risk factors. Diabetic 

consequences that persist over time include issues 

with the heart, eyes, nerves, and kidneys (Fattorini 

& Olmastroni, 2021). Changes in lifestyle, food, 

regular exercise, and frequently the use of insulin 

or medications are all part of managing diabetes. 

Controlling blood sugar levels is essential to 

treating this illness and avoiding major 

consequences. Indonesia is rated fifth in the world 

among countries with the highest number of 

diabetes sufferers, with 19.47 million people 

expected to have the disease in 2021, according to 

data from the International Diabetes Federation 

(IDF). According to IDF predictions, the number of 

Indonesians with diabetes is expected to rise 

further, perhaps reaching 28.57 million in 2045—a 

47% increase from 2021. In addition, Indonesia has 

the highest number of type 1 diabetes patients in 

ASEAN, with 41.8 thousand cases in 2022, 

according to the IDF research. One of the chronic 

illnesses that kills people the most frequently in 

Indonesia is diabetes mellitus. 

Data science and statistical techniques are 

applied in data mining, which is a component of 

machine learning. According to Farahani et al (F 

Shahrabi Farahani, M Alavi, M Ghasem, 2020), the 

volume and complexity of data are growing, 
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therefore appropriate tools are required to process 

data, analyze existing data, and extract valuable 

knowledge or information from the data. Data 

mining techniques have significantly expanded as a 

result of this part, which helps us uncover 

information hidden in data. As data mining 

techniques have grown, research is moving away 

from traditional statistical methodologies that were 

thought to be standard procedures since they were 

thought to be less effective at processing larger 

volumes and more complicated data. 

Random forest is a straightforward model 

that was first presented by Breiman in 2001. It 

generates anticipated outcomes by binaryly 

separating predicted variables. Despite all of their 

advantages, decision trees can be an inaccurate 

algorithm when used with more complex data. To 

generate the model's output, the random forest 

approach employs several classification and 

regression trees constructed from a random portion 

of the training dataset and a random subset of the 

prediction variables. Predictions for observations 

are generated for each iteration based on the 

combination of the trees' results. Consequently, 

random forests outperform decision tree models in 

terms of accuracy, and they also regularly 

outperform other models in the data categorization 

domain in terms of prediction accuracy. The 

Support Vector Machine (SVM), which operates 

on the structured risk minimization concept, 

includes Support Vector Classification (SVC) 

(Robles-Velasco et al., 2020). Support Vector 

Machine and Support Vector Classification both 

work by reducing the distance between the sample 

(maximum margin) and the decision border 

(support vector) (Rákos et al., 2020). 

Consequently, for every class sample, a hyperplane 

will be searched during the procedure (Liu & Rao, 

2020), Alternatively put, this approach will seek 

out a hyperplane that divides the positive class and 

the negative class in the best possible way utilizing 

the maximum possible margin (Djedidi et al., 

2021). An algorithm known as XGBoost is a 

Gradient Boosting Decision Tree realization 

(Zhang et al., 2019). A number of decision tree 

models are combined in the ensemble method, 

which also includes this approach (Cherif & 

Kortebi, 2019). XGBoost is utilized in the 

procedure to enhance the decision tree so that 

overfitting of the constructed tree model is 

prevented (Thongsuwan et al., 2021). Since 

supervised classification is the nature of logistic 

regression (Shah et al., 2020), labels must be used 

as targets. When used correctly, logistic regression 

performs exceptionally well at predicting discrete 

probabilities (only has two classes) (Samsudin et 

al., 2019). This is possible because the logistic 

function is used in logistic regression to determine 

the probability value of an occurrence 

(Thongsuwan et al., 2021). 

The random forest and SVC algorithms will 

be used in this study to classify diabetes cases. The 

random forest algorithm is used because it is an 

ensemble learning technique that creates a forest by 

combining multiple decision tree models. In the 

meanwhile, SVC is being used since it is a 

component of the SVM method, which is well-

known for its capacity to categorize data. The 

rationale behind utilizing XGBoost is its ability to 

handle data with imbalanced values with good 

accuracy. Meanwhile, since this model is 

straightforward and utilized in the binary 

classification procedure, logistic regression is 

employed. The intention behind utilizing many 

algorithms for diabetes classification is to enable 

comparative analysis and identify the optimal 

algorithm for diabetes classification. 

It is crucial to do this research to make the 

process of forecasting diabetes simpler so that 

values or factors like blood sugar and others can be 

used in the analytic process. In order for you to 

receive the proper medical care after receiving a 

diabetes diagnosis and for it to be effectively 

treated and healed. This research is novel because 

it makes use of a diabetes dataset that hasn't been 

used much in other studies. As a result, it can give 

a general overview of the machine learning method 

used in the diabetes classification process. 

Radja et al.'s earlier study (Pratomo et al., 

n.d.) describes how machine learning is used to 

classify diabetes cases. The purpose of this study is 

to use machine learning to the categorization of 

diabetic diseases. The research's findings, which 

have a 77.3% accuracy rate, represent the best 

diabetes classification method utilizing the SVM 

algorithm. Thaiyalnayaki's 2021 (Thaiyalnayaki, 

2021) research examines the process of classifying 

diabetes through the application of deep learning 

and machine learning techniques. Finding an 

algorithm that can carry out the diabetes 

categorization procedure as efficiently as possible 

is the goal of this research. According to the study's 
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findings, classification using SVM yields an 

accuracy of 65.102% while MLP deep learning 

yields an accuracy of 77.474%. Describes how the 

C4.5 algorithm, SVM, and linear regression are 

used to classify diabetes. According to the research 

findings, the linear regression method has an MSE 

of 0.216, the SVM algorithm has an accuracy of 

82%, and the C4.5 algorithm has a 75% accuracy 

rate. Dewi et al. (Dhita Diana Dewi, Nurul Qisthi, 

Siti Sarah Sobariah Lestari, 2023) performed 

research comparing neural network and SVM 

approaches for diabetes categorization. According 

to the study's findings, the neural network approach 

produced 77.60% accuracy and 65.24% SVM. 

Bayesian and MLP approaches were used in 

research by Rasna et al (Rasna & Matdoan, 2022) 

to explore the diabetes categorization procedure. 

Using the Bayesian and MLP classification 

techniques, the research's findings yielded an 

accuracy of 81.89%. Research conducted by 

Hunafa et. All (Hunafa & Hermawan, 2023) in 

2023 discussed the comparison of the Naive Bayes 

algorithm and KNN in the classification of 

diabetes. The research yielded the best 

classification, 83.02%, when the KNN algorithm 

was used without the SMOTE approach. A study 

published in 2022 by Rinanda et al (Rinanda et al., 

2022) examines the categorization of diabetes 

using the KNN and Naive Bayes algorithms. 

According to the research findings, classification 

using KNN yields a testing accuracy of 74.48% and 

using Naive Bayes yields a testing accuracy of 

75.78%. A study published in 2022 by Cahyani et 

al (Cahyani et al., 2022) examines the use of 

logistic regression to classify diabetes. According 

to the research's findings, 76% of the samples were 

accurate following testing. In 2021, Soleh at. All 

(Soleh et al., 2021) did research on the use of 

logistic regression to classify diabetes. Test 

accuracy in this study was 80%, according to the 

testing data. 

According to a review of the literature, there 

aren't many studies that address the classification 

process using the XGBoost classifier method to be 

able to conduct a comparative classification 

process when compared with the classification 

process other studies have used, which makes the 

XGBoost classifier method the novel feature of this 

research. in order for this research to benefit the 

world. Information and communication technology 

can provide additional understanding of how well 

the Random Forest, SVM, XGBoost, and Logistic 

Regression algorithms perform in the model built 

for diabetes classification. 

 

2. Methodology 

A diabetic dataset with the.csv extension that 

we downloaded from the website kaggle.com will 

be used in this study. The 768 total data utilized in 

this study are divided into two classes: the non-

diabetic class and the diabetes class. There are 268 

diabetes data and 500 non-diabetic data in the data 

distribution. The 768 total data are split into 90% 

training data and 10% testing data for the purpose 

of training and testing the model. Testing data is 

used to evaluate a model that has already been 

trained to perform data recognition, whereas 

training data is used to enable the model to learn 

patterns from the data. Table 1 provides the dataset 

for visualization. 

 

Table 1 . Visualization of Datasets 
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2 128 78 37 182 43.3 1.224 31 1 

3 111 56 39 0 30.1 0.557 30 0 

9 89 62 0 0 22.5 0.142 33 0 

2 108 62 32 56 25.2 0.128 21 0 

10 125 70 26 115 31.1 0.205 41 1 

 

Pregnancies or the total number of 

pregnancies experienced are the factors associated 

to carrying out the diabetes categorization 

procedure. glucose, or the body's amount of 

glucose; blood pressure, or the body's blood 

pressure; skin thickness, or the body's thickness of 

skin; and insulin, or the body's amount of insulin. 

body mass index (BMI) is a metric that expresses 

the relationship between a person's height and body 

weight. A person's age is their age, their diabetes 

predigree is their genetic score for having the 

disease owing to inherited causes, and their result 

is a variable that represents the dataset's aim or 

class, such diabetes classification or No. Of course, 

the dataset contains a variable that affects the target 

class or result; the correlation matrix makes this 

information clear. Figure 1 displays the correlation 

matrix from this study. 
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Figure 1. Correlation Matrix 

 

The correlation matrix results between each 

variable and the outcome or target variable are 

displayed in Figure 1. Figure 1 illustrates how the 

glucose variable, which represents the amount of 

glucose or blood sugar in the human body, 

substantially affects the result value or goal 

variable. 

An unequal distribution of the data utilized 

means that a normalizing technique must be 

performed. One method to make sure that the data 

in a dataset has the same range of values (i.e., no 

data gaps) is to normalize the data. Therefore, 

normalization is a crucial step when working with 

unstructured data that has a wide range of values(13). 

When we attempt to train the model, issues will 

arise if there are gaps in the data. One normalizing 

approach is MinMaxScaler. A sort of normalization 

called MinMaxScaler may arrange the values in a 

dataset so that every piece of data has a value range 

of 0 to 1. Points 1 and 2 provide the normalizing 

approach for computations. 

 

𝑍𝑠𝑡𝑑 =  
𝑍 − 𝑍. 𝑚𝑖𝑛𝑖𝑚𝑢𝑛

(𝑍. 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 − 𝑍. 𝑚𝑖𝑛𝑖𝑚𝑢𝑚)
 

 

(

1) 

 
𝑍𝑠𝑐𝑎𝑙𝑒 = 𝑍𝑠𝑡𝑑 ∗ (𝑍. 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 − 𝑍. 𝑚𝑖𝑛𝑖𝑚𝑢𝑚)

+ 𝑍. 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 

(

2) 

 

One machine learning technique that falls 

within the ensemble learning category is called 

Random Forest. This means that in order to 

increase performance and prediction accuracy on 

data, a random forest will integrate many models, 

typically the same model. The capabilities of many 

decision tree algorithms are combined in Random 

Forest. As a consequence, the random forest 

method creates several decision trees from 

randomly selected data, combining the outcomes of 

each tree's forecast to create the final prediction. 

The random forest pseudocode and computations 

are provided below. 

 
𝑃𝑟𝑒𝑑𝑖𝑐𝑡(𝑍)

=
(𝑑𝑒𝑐𝑖𝑇𝑟𝑒𝑒_1(𝑍)  +  𝑑𝑒𝑐𝑖𝑇𝑟𝑒𝑒_2(𝑍)  + … +  𝑑𝑒𝑐𝑖𝑇𝑟𝑒𝑒_𝑁(𝑍))

𝑁
 

(

3) 

Pseudocode 

Define N 

(1) Select randomly X feature from data 

(2) For each I in X 

(1) Ent (Z)= -∑_(x=1)^n P_x 〖log〗_2 〖(P〗
_x) 

(2) Ent (Z,I)= ∑_(m ∈ I) P(m)E(m) 

(3) InfoGain (C,Z)=Ent (C)- Ent(Z,I) 

(4) Select node X which has the highest 

information gain 

(5) Split node into sub node 

Repeat steps 1 to 5 until construct tree and reach 

minimum number of sample that required 

(3) Repeat step 1 to 2 for N times until building 

forest of N trees. 

 

One machine learning classification 

approach is called Support Vector Classification 

(SVC). The process is determining which 

hyperplane (separation plane) is best for classifying 

the data. This hyperplane is selected to optimize the 

distance between it and the data points for both 

classes. SVC can handle nonlinear data by using 

kernel functions and can be applied to binary or 

multiclass classification jobs. You may maximize 

SVC performance in your classification jobs by 

adjusting settings. Point 4 provides the 

mathematical computation for SVC. 

 

 𝜔 ∗ 𝑍 + 𝑏 = 0 (4) 

 

Where, ω represents the hyperplane weight 

vector, X represents the features used, and b is the 

bias (offset) value. 

Gradient Boosting Decision Trees are 

realized in the method known as XGBoost (Zhang 

et al., 2019). A number of decision tree models are 

combined in the ensemble method, which also 

includes this approach (Cherif & Kortebi, 2019). 

XGBoost is utilized in the procedure to enhance the 

decision tree so that overfitting of the constructed 
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tree model is prevented (Thongsuwan et al., 2021). 

Thus, it is envisaged that the model developed 

throughout this procedure would be able to produce 

accurate and ideal forecasts. Here is the 

pseudocode for XGBoost. 

 

Define model = [], num boost (iteration), x, y 

(1) Repeat for iteration     

(1) gradientMin = −𝛻𝐿(𝑦, 𝑝𝑟𝑒𝑑𝑖𝑐𝑡1)  

(2) base = train decision tree classifier (x,y) 

(3) base = predict(GradientMin) 

(4) model.append(base)   

(5) predict1 = 𝑝𝑟𝑒𝑑𝑖𝑐𝑡1 + 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 ∗
𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑏𝑎𝑠𝑒_𝑝𝑟𝑒𝑑𝑖𝑐𝑡) 

 

When used correctly, supervised classification 

techniques like logistic regression (Shah et al., 

2020), do exceptionally well at predicting discrete 

probabilities (Purnamasari & Syakti, 2020). This is 

possible because the logistic function is used in 

logistic regression to calculate the probability value 

of an occurrence (Kumar & Ramamoorthy, 2022). 

Thus, the output of the logistic function is either 0 

or 1 (Shah et al., 2020). For this reason, binary class 

classification benefits greatly from the logistic 

regression approach. The pseudocode for logistic 

regression is provided below. 

 

Define w (weight), b (bias), ∝ (learn rate), iteration 

(1) 𝜎(𝑥) =  
1

(1+𝑒−𝑧)
    

(2) Repeat for iteration 

 (1) x = w * feature + b   

 (2) prob = 𝜎(𝑥)    

 (3) loss = −(𝑡𝑎𝑟𝑔𝑒𝑡 ∗𝑙𝑜𝑔 𝑙𝑜𝑔 (𝑝𝑟𝑜𝑏)  +
(1 − 𝑡𝑎𝑟𝑔𝑒𝑡) ∗𝑙𝑜𝑔 𝑙𝑜𝑔 (1 − 𝑝𝑟𝑜𝑏) ) 

 (4) dw = 
1

𝑡𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎
∗ ∑ ((𝑝𝑟𝑜𝑏 −

𝑡𝑎𝑟𝑔𝑒𝑡) ∗ 𝑓𝑒𝑎𝑡𝑢𝑟𝑒)    

 (5) db = 
1

𝑡𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎
∗ ∑ (𝑝𝑟𝑜𝑏 −

𝑡𝑎𝑟𝑔𝑒𝑡)  

 (6) w = w * 𝛼 * dw  

 (7) b = b * 𝛼 * db 

(3) if prob > 0.5 then 1 else 0 

 

After the data is trained and evaluated using 

the random forest method and the SVC algorithm, 

the research employs a confusion matrix to 

determine the algorithm's performance outcomes. 

The output variables that are produced include 

precision, recall, f1-score, and support per class. 

There are four values in the confusion matrix: True 

Positive, True Negative, False Positive, and False 

Negative. These four values can be used to 

determine the model's performance value: recall, 

which measures how well the mode finds all 

positive cases from all of the model's iterations; 

precision, which measures how well the model can 

identify when there are positive cases; and f1-score, 

which is the harmonic value (average calculation) 

between recall and precision. Points 5, 6, and 7 

provide the values for f1-score, recall, and 

accuracy. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃 +  𝐹𝑃)
 

(

5) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃 +   𝐹𝑁)
 

(

6) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 

=  
2 ∗ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 

   7) 

  

 

This study employs Jupyter Notebook as an 

IDE and the Python programming language with 

built-in Python libraries like Numpy, Pandas, and 

Sklearn for developing code in the process of 

categorizing diabetes. The random forest 

algorithm, SVC, and XGBoost are the three 

algorithms used in the testing and training phases 

of the classification process. Figure 2 shows the 

workflow procedure for employing algorithms for 

both training and testing. 

 

 
Figure 2. Workflow classification 
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Initially, the input data for the diabetes 

categorization step comes from what we were able 

to get from Kaggle.com. After that, the downloaded 

data may be handled. The steps in the diabetes 

categorization procedure are as follows: 

a. Read the CSV data to be processed. 

b. Normalize the data using a min max scaler, 

because the input data still has gaps in the 

attribute mass so it can have an impact on 

computing using decision tree and random 

forest algorithms. When using the min max 

scaler, the data will have a range between 0 

and 1, so the data is more evenly distributed. 

c. Setelah melakukan normalisasi, kita harus 

melakukan split data. Pada penelitian ini akan 

menggunakan split data 90:10, yang berarti 

90% menjadi data training dan 10% menjadi 

data testing. 

d. After splitting the data, we build models for 

random forest, SVC, XGBoost and Logistic 

Regression classifiers, for the parameters 

shown in tables 1, 2, 3 and 4: 

 

Table 2. Parameter for Random Forest 

Parameter Values 

N estimators 100 

Criterion gini 

Max depth None 

Min samples split 2 

Min samples leaf 1 

Min weight fraction leaf 0.0 

Max features auto 

Max leaf nodes None 

Min impurity decrease None 

Bootstrap True 

Oob score False 

N jobs -1 

Random state 42 

 

Table 3. Parameter for SVC 

Parameter Values 

C 1.0 

kernel sigmoid 

degree 3 

gamma 1.0 

coef0 0.0 

shrinking True 

probability False 

tol 0.001 

class_weight balanced 

verbose False 

max_iter -1 

decision_function_shape ovr 

random_state None 

 

Table 4. Parameter for XGBoost 

Parameter Values 

objective Binary:logistic 

n_estimators 100 

learning_rate 0.1 

max_depth 3 

random_state 42 

booster GBtree 

gamma 0 

min_child_weigh

t 
1 

max_delta_step 0 

subsample 1 

colsample_bytree 1 

colsample_bylev

el 
1 

colsample_bynod

e 
1 

 

Table 5. Parameter for Logistic Regression 

Parameter Values 

objective Binary:logistic 

n_estimators 100 

learning_rate 0.1 

max_depth 3 

random_state 42 

booster GBtree 

gamma 0 

min_child_weight 1 

max_delta_step 0 

subsample 1 

colsample_bytree 1 

colsample_bylevel 1 

colsample_bynode 1 

 

e. After the model is created, the data will be 

trained using a decision tree or random forest 

algorithm. Then, the algorithm that has been 

trained will be tested using testing data. 
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f. After testing, the results of the machine 

performance training report can be viewed 

using the confusion matrix. 

 

3. Result And Analysis 

Using the Jupyter Notebook IDE and the 

Python programming language, the decision tree 

and random forest algorithms were employed in 

this study to carry out the penguin categorization 

procedure. In order to improve accuracy and 

efficiency when working on the algorithm, the 

process begins with the data being supplied and 

read by the software. Next, the read data is 

normalized to make the existing data more 

uniformly distributed. The data will be normalized 

and then divided into 90% training data and 10% 

testing data. Following the data's breakdown, a 

model—either a decision tree or random forest 

model—is constructed, and training is done using 

an algorithm on the previously broken-down 

training set of data. Using the available testing data, 

the model is evaluated once it has been trained. 

Testing yielded findings that indicated the 

following: 79.22% accuracy for the random forest 

method, 76.62% accuracy for SVC, 79.22% 

accuracy for XGBoost, and 80.52% accuracy for 

logistic regression. The pictures 3, 4, 5, and 6 

display the test results obtained from the confusion 

matrix. 

 

 
Figure 3. Classification report for Random Forest 

 

 
Figure 4. Classification report for SVC 

 

 
Figure 5. Classification Report for XGBoost 

 

 
Figure 6.  Classification Result for Logistic 

Regression 
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The model-built categorization results are 

shown in Figures 3, 4, 5, and 6. In comparison to 

the support vector classification (SVC) technique, 

it is evident that the confusion matrix results 

produced by the random forest and XGBoost 

algorithms yield higher accuracy, recall, precision, 

and F1-score. The random forest, XGBoost, SVC, 

and logistic regression methods have average 

precisions of 78.00%, 75.00%, 77.00%, and 

79.00%, respectively. This demonstrates how 

accurate random logistic regression is in predicting 

data. 

Additionally, the random forest, XGBoost, 

SVC, and logistic regression algorithms had 

average recalls of 75.0%, 75.0%, 72.00%, and 

77%, respectively. This demonstrates how 

effectively and accurately the logistic regression 

method can categorize and forecast all classes. 

Furthermore, 76.00%, 77.00%, 73.00%, and 

78.00% are the average F1-scores for the random 

forest, XGBoost, SVC, and logistic regression 

methods, respectively. This suggests that the 

designed logistic regression approach has a decent 

recall to precision ratio. Since the support value (77 

for all models) indicates the quantity of data points 

utilized to test the model, it is the same for all 

models. Table 1 contains the table categorization 

report. 

 

Table 6. Classification Result from Model 

Model Precision Recall 
F1-

Score 
Accuracy 

RF 78.00% 75.00% 76.00% 79.22% 

SVC 75.00% 72.00% 73.00% 76.62% 

XGBoost 77.00% 76.00% 77.00% 79.22% 

LR 79.00% 77.00% 78.00% 80.52% 

 

The categorization report's results are 

displayed in Table 6 as f1-score, recall, and 

accuracy values. Based on these findings, the 

greatest accuracy value that could be attained by 

logistic regression was 80.52%. There is an 

increase in accuracy in this research as compared to 

other studies that used the same dataset, namely 

from kaggle.com with a total of 768 data. There 

was a 3.22% gain in comparison to research 18 

(Rahayu et al., 2023), which used SVM to get the 

greatest accuracy of 77.3%. Meanwhile, there was 

a 3.10% improvement in accuracy in this study as 

compared to research, which used MLP to reach the 

greatest accuracy, which was 77.42%. This figure 

indicates that, in comparison to earlier studies, this 

study was successful in raising accuracy. 

 

4. Conclusion 

Logistic regression is strongly supported by 

the confusion matrix results, which include 

measures like accuracy, recall, precision, and F1-

score. Compared to SVC's 75.00% average 

precision, its astounding average precision of 

79.00% demonstrates a remarkable capacity for 

precise prediction-making. This higher accuracy 

shows that random forests perform quite reliably in 

classification, which is crucial for a variety of 

applications. 

Average recall, a metric that assesses the 

model's accuracy in class identification, also shows 

that logistic regression performs significantly 

better than SVC, with a value of 77.00%, while 

SVC comes in last at 72.00%. This difference 

shows that all classes are consistently and 

successfully classified by the random forest 

method, which is a crucial feature in situations 

when all classes are equally relevant. The average 

F1-score, which illustrates the capabilities of 

logistic regression by balancing the trade-off 

between accuracy and recall, was 78.00%, whereas 

SVC yielded a score of 73.00%. The random 

forest's higher F1 value highlights its capacity to 

maintain a balanced approach, offering high 

accuracy while guaranteeing thorough class 

coverage. The amount of data points utilized for 

testing was indicated by the support value, which 

was constant at 77 for all models. Together, these 

findings support the hypothesis that, for this 

specific classification problem, logistic regression 

performs better than the SVC method. This 

discussion's primary finding is that random forests 

are not the best option for this classification 

problem because of their greater accuracy, recall, 

precision, F1-score, and balance between precision 

and recall. 

The study's experimental findings indicate 

that the logistic regression technique works better 

than Support Vector Classification (SVC). 

Numerous variables contribute to this exceptional 

performance. Popular machine learning techniques 

include logistic regression and Support Vector 

Machines (SVM), particularly its SVC (Support 

Vector Classification) form for classification 

problems. Each has pros and cons. Since logistic 



Jurnal Teknologi Sistem Informasi dan Aplikasi  ISSN: 2654-3788 

Penerbit: Program Studi Teknik Informatika Universitas Pamulang  e-ISSN: 2654-4229 

Vol. 7, No. 1, Januari 2024 (281-291)  DOI: 10.32493/jtsi.v7i1.38258 

http://openjournal.unpam.ac.id/index.php/JTSI 289 

This work is licensed under a Creative Commons Attribution-NonCommercial 4.0 

International (CC BY-NC 4.0) License 

Copyright © 2024 Rahmat Hidayat, Deni Mahdiana, Anggun Fergina 

regression is easy to understand, straightforward, 

and effective when handling data that can be 

divided into linear segments, it is frequently 

preferred over SVC in specific situations. A linear 

model called logistic regression forecasts the 

likelihood that an instance will fall into a specific 

class. Binary classification challenges are a good fit 

for logistic regression, which is also easily 

expandable to address multiclass issues. Its 

interpretability is one of its key benefits; in logistic 

regression, the coefficients show how each factor 

affects the log-odds of the anticipated result. This 

facilitates practitioners' comprehension and 

communication of model results, which can be 

crucial in situations where transparency is crucial. 

As the dimensionality of the data rises, SVC can 

become more computationally expensive and 

challenging to comprehend, even if it can 

accommodate non-linear correlations by using 

kernel functions. SVC can capture complicated 

decision boundaries and is especially useful in 

situations when the data cannot be separated 

linearly. 

It has been concluded from the test results 

that the Random Forest classification method, 

These results suggest that the logistic regression 

model is a superior and more accurate option for 

classifying diabetes. It is advised that future study 

investigate and create models for diabetes 

categorization using multiple algorithms so that 

different models may be compared to identify the 

most effective model. Furthermore, future studies 

should take into account parameter tweaking as a 

means of optimizing model parameters in order to 

further enhance classification performance. 
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