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Abstrak — Sebagian besar Perusahaan Air Minum (PAM) di Indonesia hingga kini masih mengandalkan meter air
analog bertipe flow meter turbin, bahkan pada wilayah operasional berskala besar dengan jumlah pelanggan aktif yang
melebihi 100.000. Kendala utama dalam transisi ke teknologi yang lebih modern, seperti meter air pintar, adalah
tingginya biaya pengadaan dan implementasinya. Akibatnya, proses pencatatan angka pemakaian air masih dilakukan
secara manual setiap bulan, yang memerlukan keterlibatan tenaga kerja dalam jumlah besar dan tidak
memungkinkan verifikasi pembacaan secara masif. Hal ini seringkali berdampak pada rendahnya akurasi data
pencatatan, serta menimbulkan ketidakpuasan pelanggan akibat tagihan yang tidak sesuai dengan konsumsi riil.
Untuk menjawab tantangan tersebut, kami mengusulkan solusi berbasis visi komputer dengan menerapkan model
deteksi objek You Only Look Once versi 10 (YOLOV10), sebuah arsitektur berbasis Convolutional Neural Network
(CNN) yang dirancang untuk kebutuhan deteksi waktu nyata (real-time). YOLOv10 mengusung pendekatan Non-
Maximum Suppression (NMS)-free, yang memungkinkan kecepatan inferensi lebih tinggi dibandingkan generasi
sebelumnya, tanpa mengorbankan akurasi deteksi. Berdasarkan hasil pengujian pada citra meter air analog, model
YOLOvV10 menunjukkan performa yang menjanjikan meskipun hanya dijalankan pada CPU. Model ini mampu
mencapai nilai precision sebesar 0,9426 (94,26%0) dan recall sebesar 0,9783 (97,83%) dengan rata-rata waktu inferensi
1,7157 detik per gambar. Temuan ini menunjukkan potensi penerapan teknologi deteksi otomatis dalam mendukung
efisiensi operasional PAM dan meningkatkan akurasi pembacaan meter air secara signifikan.
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I. PENDAHULUAN

menghadapi tantangan besar dalam modernisasi sistem pencatatan pemakaian air. Hingga saat ini, sebagian besar

PAM masih menggunakan meter air analog untuk mencatat konsumsi air pelanggan. Meskipun teknologi meter air
pintar telah tersedia dan mulai diadopsi secara global, penerapannya di Indonesia masih terbatas karena biaya pengadaan
yang tinggi, keterbatasan infrastruktur digital, serta kesiapan teknis di lapangan. Sebagai akibatnya, pencatatan angka meter
air masih mengandalkan metode manual yang dilakukan oleh petugas lapangan setiap bulan. Proses ini tidak hanya
menuntut sumber daya manusia dalam jumlah besar, tetapi juga rentan terhadap kesalahan pencatatan dan manipulasi data,
yang pada akhirnya berdampak pada akurasi tagihan dan kepuasan pelanggan [1], [2], [3], [4]-

Dalam upaya menjembatani kesenjangan antara keterbatasan teknologi dan kebutuhan akan efisiensi operasional,
pendekatan berbasis visi komputer menawarkan alternatif yang menjanjikan. Salah satu pendekatan terkini dalam bidang ini
adalah penggunaan model deteksi objek berbasis deep learning, khususnya arsitektur YOLOvV10. Sebagai salah satu versi
dalam keluarga YOLO, memperkenalkan sejumlah perbaikan signifikan, termasuk penghapusan kebutuhan akan Non-
Maximum Suppression (NMS) melalui pendekatan NMS-free decoder, yang diklaim mampu meningkatkan kecepatan inferensi
tanpa mengorbankan akurasi [5].

Penelitian ini bertujuan untuk mengeksplorasi potensi penggunaan YOLOv10 dalam mendeteksi dan mengenali tampilan
angka pada meter air analog. Dengan menggabungkan kecepatan inferensi dan akurasi deteksi yang tinggi, model ini
diharapkan dapat digunakan sebagai fondasi sistem pembacaan meter otomatis berbasis citra, yang lebih efisien, akurat, dan
dapat diterapkan pada skala besar tanpa harus mengganti infrastruktur meter yang ada.

Sektor penyediaan air bersih di Indonesia, yang sebagian besar dijalankan oleh Perusahaan Air Minum (PAM),
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Il. METODE PENELITIAN

Penelitian ini bersifat eksperimental dengan pendekatan kuantitatif, di mana sistem otomatisasi pembacaan angka pada
meter air analog dikembangkan dan diuji menggunakan algoritma CNN. Fokus utama penelitian adalah untuk mengetahui
kinerja arsitektur model deteksi objek, terutama YOLOvV10, dalam mengenali angka pada citra meter air analog.

Metodologi yang digunakan mencakup tahapan mulai dari pengumpulan dan anotasi data, pelatihan model, pengujian
performa, hingga evaluasi berdasarkan metrik akurasi, recall, serta kecepatan inferensi.

Dengan metode ini, diharapkan diperoleh pemahaman yang menyeluruh mengenai efektivitas masing-masing model dalam
konteks pembacaan otomatis angka meter air, serta memberikan dasar bagi pengembangan sistem yang dapat diterapkan di
lingkungan operasional PAM secara nyata.

A. Analisis Kebutuhan Data

Pengumpulan data yang dilakukan pada penelitian ini ada kombinasi dari pengumpulan data primer dan sekunder dengan
perbandingan 50:50. Pembagian sumber data tersebut dilakukan untuk menambahkan variasi jenis meter air dari berbagai
bentuk dan produsen. Data primer adalah data dari sumber awal/asli data tersebut berasal, dalam hal ini adalah hasil dari
pembacaan meter air pelanggan PT. XYZ. Data sekunder adalah data yang sebelumnya dikumpulkan dan dibuat oleh seseorang
baik diterbitkan atau tidak. Sumber data sekunder yang digunakan adalah berasal dari Kaggle dataset.

Selanjutnya dilakukan image processing yaitu pemilahan gambar dengan kualitas rendah/noise tinggi, contrast fixing
(mencerahkan/menggelapkan),

B. Perancangan Penelitian

Penelitian ini dirancang untuk mengevaluasi efektivitas model YOLOv10 dalam mendeteksi digit pada meter air analog,
dengan fokus pada keseimbangan antara akurasi dan efisiensi inferensi. Eksperimen dilakukan untuk mengetahui sejauh mana
model ini dapat diterapkan dalam kondisi nyata, di mana keterbatasan perangkat keras seperti penggunaan CPU menjadi
pertimbangan penting.

Model yang digunakan merupakan pengembangan dari keluarga YOLO yang dikenal karena kemampuannya dalam deteksi
objek secara real-time. Dalam proses pelatihan YOLO, pendekatan Top-Aware Labeling (TAL) umumnya digunakan untuk
menetapkan beberapa label positif untuk setiap objek, seperti yang diadopsi dalam YOLOv7 dan YOLOVS [6], [7], [8], [9].
[10], [11], [12], [13], [14], [15]. Penerapan penetapan satu-ke-banyak ini menghasilkan sinyal pengawasan yang lebih kaya,
memfasilitasi optimasi dan menghasilkan kinerja yang lebih baik. Namun, ini membuat YOLO harus bergantung pada
pemrosesan pasca NMS [7], yang menyebabkan efisiensi inferensi yang kurang optimal untuk penerapan. Sementara
penelitian sebelumnya [16] mengeksplorasi pencocokan satu-ke-satu untuk menekan prediksi berlebih, mereka biasanya
memperkenalkan overhead inferensi tambahan atau menghasilkan kinerja yang kurang optimal.

YOLOvV10 mengusung pendekatan baru yang menggabungkan pencocokan satu-ke-banyak dan satu-ke-satu dalam strategi
pelatihan tanpa NMS (NMS-free). Metode ini menghilangkan kebutuhan akan tahap seleksi NMS dan memungkinkan inferensi
yang lebih cepat tanpa mengorbankan akurasi. Pendekatan ini juga meningkatkan konsistensi antara tahap pelatihan dan
inferensi, sekaligus menekan terjadinya prediksi berlebih yang umum terjadi pada model sebelumnya [3], [16], [17].

Eksperimen dilakukan pada dataset gambar meter air analog yang telah dianotasi secara manual. Model dilatih dan diuji
dalam lingkungan terbatas berbasis CPU, dengan metrik evaluasi mencakup precision, recall, dan rata-rata waktu inferensi per
gambar untuk menilai kelayakan penerapan YOLOV10 dalam sistem pembacaan meter otomatis yang efisien dan andal.

C. YOLOv10 Dengan NMS-free

NMS-free atau dapat juga disebut penugasan label ganda [18]. Berbeda dengan proses satu-ke-banyak, pencocokan satu-
ke-satu hanya menetapkan satu prediksi untuk setiap ground truth (yang menghasilkan nilai confidence), sehingga menghindari
pasca-pemrosesan NMS. Namun, ini menyebabkan pengawasan yang lemah, yang menghasilkan akurasi dan kecepatan
konvergensi yang kurang optimal [19]. Untungnya, kekurangan ini dapat dikompensasi dengan penugasan satu-ke-banyak (A.
Wang et al., 2024). Untuk mencapai hal ini, dapat menggunakan penugasan label ganda untuk YOLOs untuk menggabungkan
keunggulan kedua strategi tersebut. Secara khusus, seperti yang ditunjukkan pada Gambar 4, ditambahkan kepala satu-ke-satu
untuk YOLOs. Struktur ini mempertahankan bentuk yang identik dan menggunakan tujuan optimasi yang sama dengan cabang
satu-ke-banyak, tetapi memanfaatkan pencocokan satu-ke-satu untuk mendapatkan penugasan label. Selama pelatihan, kedua
kepala ini dioptimalkan bersama dengan model, memungkinkan backbone dan neck mendapatkan pengawasan yang kaya dari
penugasan satu-ke-banyak. Saat melakukan inferensi, kami membuang kepala satu-ke-banyak dan menggunakan kepala satu-
ke-satu untuk membuat prediksi. Ini memungkinkan YOLOs melakukan deployment end-to-end tanpa biaya inferensi
tambahan. Selain itu, dalam pencocokan satu-ke-satu, kami menggunakan pemilihan top one, yang menghasilkan performa
yang sama dengan pencocokan Hungarian dengan waktu pelatihan ekstra yang lebih sedikit.
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Gambar 1 llustrasi Penugasan Label Ganda

1. Penugasan ganda konsisten untuk pelatihan tanpa NMS.

2. Frekuensi penugasan satu-ke-satu dalam hasil Top-1/5/10 dari penugasan satu-ke-banyak untuk YOLOv10-S yang
menggunakan ooom=0.5 dan Boom=6 secara default. Untuk konsistensi, 0o20=0.5; Bo2o=06. Untuk inkonsistensi, 020=0.5;
ﬁoZozZ

Consistent Matching Metric. Selama proses, pendekatan satu-ke-satu dan satu-ke-banyak menggunakan metrik untuk
menilai secara kuantitatif tingkat kesesuaian antara prediksi dan instance. Untuk mencapai pencocokan yang
mempertimbangkan prediksi pada kedua cabang, kami menggunakan metrik pencocokan yang seragam, perhatikan rujuk ke
@

(m(a,B) = s - pa - 1oU(B", b)B) (1)

di mana p adalah skor Klasifikasi, b " dan b masing-masing menunjukkan bounding box dari prediksi dan instance. s
merepresentasikan prior spasial yang menunjukkan apakah titik jangkar dari prediksi berada di dalam instance. a dan p adalah
dua hiperparameter penting yang menyeimbangkan dampak dari tugas prediksi semantik dan tugas regresi lokasi. Cara ini
disebut metrik satu-ke-banyak dan satu-ke-satu sebagai mozm=m(ciozm, Bozm) dan Moeze=m(cio20, Bo20), Masing-masing. Metrik ini
memengaruhi penugasan label dan informasi supervisi untuk dua kepala.

I11. HASIL DAN PEMBAHASAN

Hasil pengujian menunjukkan bahwa model YOLOv10 mampu mendeteksi digit pada meter air analog dengan tingkat
akurasi yang tinggi dan waktu inferensi yang relatif cepat, meskipun dijalankan pada lingkungan komputasi terbatas berbasis
CPU. Model mencapai nilai precision sebesar 94,26% dan recall sebesar 97,83%, yang menunjukkan bahwa model memiliki
kemampuan deteksi yang andal dengan tingkat kesalahan minimum dalam mengidentifikasi digit yang relevan.

Rata-rata waktu inferensi yang diperoleh sebesar 1,7157 detik per gambar, menunjukkan efisiensi pemrosesan yang cukup
baik untuk aplikasi real-time pada perangkat dengan sumber daya terbatas. Performa ini sejalan dengan keunggulan arsitektur
YOLOvV10 yang menghilangkan kebutuhan akan NMS, sehingga mengurangi beban pemrosesan paska-inferensi yang umum
ditemukan pada versi YOLO sebelumnya.

Visualisasi prediksi menunjukkan bahwa model dapat mendeteksi digit dalam berbagai kondisi pencahayaan, orientasi, dan
tingkat ketajaman gambar, dengan tingkat keberhasilan yang konsisten. Beberapa kegagalan deteksi ditemukan pada gambar
dengan refleksi tinggi atau digit yang sebagian tertutup, namun secara keseluruhan tidak mempengaruhi kinerja model secara
signifikan.

Keberhasilan ini menegaskan bahwa YOLOv10 tidak hanya unggul dalam hal efisiensi, tetapi juga mampu
mempertahankan akurasi deteksi yang kompetitif, bahkan tanpa dukungan GPU. Dengan demikian, model ini layak
dipertimbangkan sebagai solusi praktis dalam sistem pembacaan meter air otomatis, khususnya bagi perusahaan penyedia air
minum yang ingin meningkatkan efisiensi operasional tanpa harus mengganti seluruh infrastruktur meter analog yang telah
ada.

Pada bagian ini kami akan menjabarkan terkait proses pelatihan masing-masing model, beserta proses yang terjadi selama
pelatihan dan setelahnya. Selain itu, kami juga akan membahas tantangan yang dihadapi selama proses pelatihan dan
bagaimana solusi yang diterapkan untuk mengatasinya. Dengan pemahaman yang mendalam tentang proses ini, diharapkan
pembaca dapat memahami kompleksitas dan pentingnya setiap langkah dalam pengembangan model.

A. Persiapan Pelatihan
Pelatihan model YOLOV10 dengan dataset kustom dilakukan pada lingkungan Kaggle Notebooks.
Berikut adalah informasi dasar saat pelatihan.
- Model pra-latih YOLOV10-L dari Ultralytics
- Batch=32
- Ukuran gambar random original
- Epochs =500
- Realisasi epochs = 179 (proses pelatihan dihentikan karena tidak ada perbaikan performa dari 50 epochs terakhir)
- Waktu pelatihan + 2 jam 50 menit
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B. Hasil Pelatihan
Proses pelatihan dihentikan secara terkontrol untuk mencegah terjadinya overfitting terhadap data latih. Langkah ini
penting dilakukan guna memperoleh model yang optimal dan mampu melakukan generalisasi dengan baik pada data uji.
1. Training Loss
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Gambar 2 Grafik training loss pelatinan

Selama proses pelatihan, model YOLOv10 menunjukkan penurunan training loss yang konsisten,
mengindikasikan proses belajar yang efektif sebagaimana ditunjukkan Gambar 2.
Train/box_loss: Nilai awal loss berada di kisaran ~4,0 dan turun secara stabil hingga ~1,5. Penurunan ini
menunjukkan bahwa model semakin baik dalam memprediksi lokasi objek selama pelatihan berlangsung.
Train/cls_loss: Terjadi penurunan drastis dari ~8 menjadi di bawah ~1 hanya dalam 20 epoch pertama. Hal ini
mencerminkan kemampuan model dalam mengenali dan membedakan masing-masing kelas objek dengan cepat.
Train/dfl_loss (Distribution Focal Loss): Dimulai dari ~2,5 dan turun stabil hingga ~1,6. Nilai ini menunjukkan
bahwa model dapat memprediksi bounding box dengan presisi tinggi berdasarkan distribusi offset grid.
2. Validation Loss

val/box_loss val/cls_loss val/dfl_loss
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Gambar 3 Grafik validation loss pelatihan

Perbandingan antara training loss dan validation loss menunjukkan adanya gap kecil yang menandakan
kemungkinan overfitting ringan seperti yang ditampilkan pada Gambar 3.

Val/box_loss: Terjadi penurunan awal yang tajam dan kemudian menetap dengan fluktuasi kecil di sekitar 2,6. Hal
ini bisa disebabkan oleh noise atau kompleksitas data validasi.

Val/cls_loss: Menurun stabil hingga berada di kisaran 0,8—-1,0. Nilai ini masih relatif sejalan dengan train/cls_loss,
meskipun terdapat sedikit perbedaan.

Val/dfl_loss: Menunjukkan stagnasi pada nilai ~2,0, sedikit lebih tinggi dibanding train/dfl_loss, yang
menandakan bahwa model sedikit kesulitan dalam melakukan generalisasi prediksi box ke data validasi.

3. Evaluasi Metrik

Lo metrics/precision(B) metrics/recall(B) metrics/mAP50(B) metrics/mAP50-95(B)
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Gambar 4 Grafik evaluasi Metrik hasil pelatihan
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Model YOLOv10 menunjukkan Kinerja yang sangat baik dalam hal akurasi dan konsistensi deteksi, perhatikan
Gambar 4. Precision (metrics/precision(B)): Nilai precision > 0,95 menunjukkan bahwa model jarang menghasilkan
false positive dan memiliki prediksi yang sangat akurat.

Recall (metrics/recall(B)): Recall juga > 0,95, menunjukkan bahwa model hampir tidak melewatkan objek yang
seharusnya terdeteksi. Ini sangat baik, mengingat recall biasanya lebih sulit ditingkatkan dibanding precision.

MAP50 (metrics/mAP50(B)): Memberikan hasil sangat tinggi, yang menunjukkan bahwa sebagian besar
bounding box sudah sesuai dengan ground truth pada toleransi loU > 0,5.

MAP50-95 (metrics/mAP50-95(B)): Meskipun merupakan metrik yang lebih ketat, model tetap menunjukkan

hasil yang baik, mendekati nilai 0,7. Ini mengindikasikan ketepatan yang tetap tinggi dalam berbagai rentang toleransi
loU.

Confusion Matrix

Confusion Matrix Normalized
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Gambar 5 Grafik confusion matrix hasil pelatihan

Gambar 5 menunjukkan hasil confusion matrix yang dinormalisasi menunjukkan performa deteksi antar kelas
digit yang cukup merata. Model menunjukkan ketepatan sangat tinggi pada kelas 0 (0,98) dan performa sedikit lebih
rendah pada kelas 4 dan 7 (masing-masing 0,93 dan 0,91). Model juga efektif dalam mengenali background, meskipun
terdapat prediksi keliru terhadap background di beberapa kelas (~0,7). Kesalahan prediksi umumnya terjadi pada
angka yang memiliki kemiripan bentuk visual, seperti antara 1 dan 7, 0 dan 9, atau 4 dan 5.

F1-Score dan Confidence Threshold
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Gambar 6 F1-Score dan Confidence Threshold
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Gambar 6 menampilkan analisis F1-score menggambarkan hubungan antara nilai confidence dan kualitas prediksi.
Titik optimal F1-score tercapai pada nilai 0,96, dengan confidence threshold terbaik di sekitar 0,456.

Kurva F1-score menunjukkan peningkatan tajam pada rentang confidence 0-0,3, mencapai puncak antara 0,4—
0,5, lalu menurun drastis setelah nilai confidence > 0,85. Penurunan ini menunjukkan indikasi over-confidence, yaitu
model terlalu yakin terhadap prediksi yang keliru. Pada confidence sangat rendah (~0,2), F1-score menurun tajam
karena tingginya false positive. Zona paling stabil berada di kisaran confidence 0,4-0,6.

Kelas 6 menunjukkan performa F1 yang sedikit lebih rendah dibanding kelas lain, terutama pada confidence
tinggi, sedangkan kelas 3 dan 8 tampil sangat stabil dan mendekati maksimum.

6. Kesimpulan Awal

Secara keseluruhan, model YOLOv10 menunjukkan kinerja pelatihan yang konsisten, akurasi prediksi tinggi,
serta stabilitas yang baik dalam mendeteksi digit pada meter air analog. Dengan nilai F1-score yang tinggi dan
distribusi kesalahan yang dapat diterima, model ini sangat potensial untuk diimplementasikan secara nyata dengan
kebutuhan penyesuaian parameter yang minimal.

C. Percobaan prototipe YOLOvV10
Sebagai bagian dari validasi eksternal, percobaan prototipe dilakukan untuk menguji performa model YOLOv10 dalam
konteks aplikasi nyata, yaitu pembacaan digit pada meter air analog. Tujuan utama dari percobaan ini adalah untuk menilai
keandalan dan efisiensi model saat digunakan di luar lingkungan pelatihan, serta mengevaluasi potensi penerapannya
dalam sistem pembacaan meter otomatis berbasis visi komputer.

Prototipe dikembangkan menggunakan bahasa pemrograman Python dan pustaka Ultralytics untuk kebutuhan
inferensi berbasis YOLOv10. Implementasi dilakukan pada perangkat dengan spesifikasi komputasi minimal (CPU-only),
guna mensimulasikan kondisi operasional yang umum dijumpai pada perangkat edge atau komputer lapangan dengan
sumber daya terbatas. Model hasil pelatihan sebelumnya digunakan tanpa modifikasi, dan diterapkan pada kumpulan citra
meter air yang belum pernah diIibatkan‘dalam proses pelatihan maupun validasi.

Gambar 7 Hasil deteksi menggunakan model YOLOv10

Gambar 7 menunjukkan hasil penerapan model YOLOv10 dalam mendeteksi digit angka pada meter air. Deteksi
difokuskan pada digit berwarna hitam, karena angka merah merepresentasikan pecahan satuan (desimal) yang tidak
dihitung dalam volume m? yang ditagihkan. Hasil ini menunjukkan bahwa model dapat dilatih untuk membedakan bagian
yang relevan dan diabaikan dalam proses deteksi. Selain itu, model juga terbukti mampu melakukan deteksi dengan akurat
meskipun citra mengandung noise sedang hingga tinggi.

Secara keseluruhan, percobaan prototipe membuktikan bahwa model YOLOvV10 tidak hanya unggul pada tingkat
pelatihan dan validasi, tetapi juga menunjukkan performa yang kuat dalam situasi dunia nyata. Temuan ini memperkuat
argumen bahwa arsitektur YOLOV10 layak dipertimbangkan sebagai solusi praktis dan efisien untuk sistem pembacaan
meter air berbasis gambar, dengan kebutuhan fine-tuning yang minimal serta kompatibilitas tinggi terhadap perangkat
dengan keterbatasan komputasi.
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IV. KESIMPULAN

Penelitian ini memperlihatkan bahwa pendekatan deteksi objek berbasis YOLOv10 memiliki potensi besar untuk
diterapkan dalam sistem pembacaan meter air analog secara otomatis. Efisiensi komputasi dan stabilitas deteksi yang
ditunjukkan oleh model, bahkan dalam kondisi citra yang bervariasi dan tidak ideal, memberikan dasar yang kuat untuk
pengembangan solusi praktis di sektor pelayanan publik, khususnya perusahaan air minum yang masih bergantung pada
pembacaan manual.

Hasil yang dicapai tidak hanya relevan dalam konteks teknis, tetapi juga berdampak signifikan dalam aspek operasional
dan ekonomi. Implementasi sistem berbasis visi komputer dapat mengurangi ketergantungan terhadap pembacaan lapangan
secara manual, meminimalkan kesalahan pencatatan, dan meningkatkan transparansi layanan pelanggan.

Ke depan, pengembangan sistem ini dapat diarahkan pada integrasi dengan perangkat mobile atau edge device untuk
memungkinkan pembacaan langsung di lapangan. Selain itu, pelatihan model dengan data dari berbagai jenis dan merek meter
air akan meningkatkan kemampuan generalisasi dan memperluas cakupan penerapannya. Perlu juga dikaji pendekatan berbasis
OCR terintegrasi untuk ekstraksi nilai digit secara otomatis, guna mendukung proses pelaporan dan penagihan secara real-
time.

Dengan pendekatan yang adaptif dan biaya implementasi yang relatif rendah, solusi berbasis YOLOv10 ini dapat menjadi
salah satu alternatif strategis dalam mendukung digitalisasi dan efisiensi operasional di sektor utilitas air.
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