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Abstrak— Penelitian ini bertujuan untuk mengembangkan sistem deteksi otomatis penyakit paru, khususnya tuberkulosis dan beberapa
penyakit paru lainnya, melalui citra X-ray menggunakan metode Convolutional Neural Network (CNN) dengan arsitektur DenseNet121
berbasis transfer learning. Pendekatan transfer learning dipilih untuk memanfaatkan bobot awal yang telah dilatih pada dataset besar
ImageNet, sehingga proses pelatihan menjadi lebih efisien dan efektif meskipun dengan dataset medis yang relatif terbatas. Dataset citra
X-ray yang digunakan terdiri dari empat kelas penyakit, yaitu Tuberkulosis, Viral Pneumonia, Lung Opacity, dan Normal. Dataset
tersebut dibagi menjadi data pelatihan, validasi, dan pengujian untuk memastikan evaluasi model yang akurat. Proses pelatihan
dilakukan dengan teknik augmentasi data untuk meningkatkan keragaman data dan mencegah overfitting. Hasil eksperimen
menunjukkan bahwa model DenseNet121 mampu mencapai akurasi validasi sebesar 94,44%, dengan kemampuan klasifikasi yang baik
terhadap keempat kelas penyakit paru. Sistem yang dikembangkan dapat digunakan sebagai alat bantu dalam diagnosis penyakit paru
berbasis citra X-ray yang cepat dan akurat, mendukung proses pengambilan keputusan medis.

Kata kunci: Convolutional Neural Network (CNN), DenseNet121, Transfer learning.

l. PENDAHULUAN

enyakit paru seperti tuberkulosis, viral pneumonia, dan lung opacity masih menjadi masalah kesehatan global yang serius,

terutama di negara berkembang. Tingginya angka sakit dan kematian akibat penyakit ini menunjukkan pentingnya deteksi

dan penanganan dini yang akurat. Salah satu metode diagnosis yang paling umum digunakan adalah melalui pencitraan
radiologis, khususnya X-ray dada, karena prosedurnya yang cepat, murah, dan tersedia secara luas di fasilitas layanan kesehatan.

Namun demikian, interpretasi citra X-ray tidak selalu mudah dan sering kali memerlukan tenaga ahli radiologi yang terlatih.
Proses diagnosis yang bergantung pada kemampuan subjektif manusia berisiko mengalami kesalahan interpretasi, apalagi dalam
kondisi beban kerja yang tinggi atau keterbatasan sumber daya manusia. Oleh karena itu, diperlukan dukungan teknologi yang
mampu membantu menganalisis citra medis secara otomatis, cepat, dan akurat.

Dengan kemajuan pesat dalam bidang kecerdasan buatan, khususnya deep learning dan Convolutional Neural Network (CNN),
pendekatan baru dalam klasifikasi citra medis. Transfer learning memungkinkan pemanfaatan model pra-latih seperti
DenseNet121 yang telah dilatih pada dataset besar seperti ImageNet untuk digunakan kembali dalam tugas klasifikasi medis.
Pendekatan ini sangat cocok digunakan pada domain seperti citra X-ray, di mana ketersediaan data berlabel sering kali terbatas.

Penelitian ini bertujuan untuk membangun model deteksi penyakit paru berbasis CNN menggunakan DenseNet121 yang dilatih
ulang melalui metode transfer learning. Model dikembangkan untuk mengklasifikasikan citra X-ray ke dalam empat kategori
yaitu, Tuberkulosis, Viral Pneumonia, Lung Opacity, dan Normal. Melalui pengujian terhadap dataset yang telah dibagi secara
proporsional menjadi data latih, validasi, dan uji, diharapkan sistem ini dapat mendukung proses diagnosis yang lebih akurat dan
efisien.

Il. METODE PENELITIAN

Metode penelitian ini menjelaskan tahapan-tahapan yang dilakukan dalam mengimplementasikan model Convolutional Neural
Network DenseNet121 dengan menggunakan google collab untuk mendeteksi penyakit paru dari citra X-Ray. Tahapan yang
dilakukan adalah sebagai berikut :

1. Persiapan Dataset. Pada tahapan ini dilakukan pengumpulan dataset yang didapatkan dari dua sumber data, yaitu dataset
gambar paru-paru dengan kelas tuberculosis di dapat dari https://www.kaggle.com/datasets/tawsifurrahman/tuberculosis-
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tb-chest-xray-dataset, dan untuk data paru-paru dengan kelas Lung_Opacity, Normal, serta Viral_Pneumonia didapat dari

https://www.kaggle.com/datasets/fatemehmehrparvar/lung-disease. Adapun detail dataset ini adalah sebagai berikut:

Tuberculosis : 700 image, png
Lung_Opacity  :1125 image, jpg
Normal : 1250 image, jpg

Viral_Pneumonia: 1100 image, jpg

Image paru paru dengan kondisi Lung_Opacity terlihat pada Gambar 1.

N

Gambar 1.7Lrurrﬁ_0pacity

Image paru paru dengan kondisi Normal tanpa diagnose penyakit apapun terlihat pada Gambar 2.

[ 1) PPN A S

Gambar 2. Normal

Image paru paru dengan kondisi Tuberculosis terlihat pada Gambar 3.

AR Y

Gambar 3. Tuberculosis

Image paru paru dengan kondisi Viral_Pneumonia terlihat pada Gambar 4.

Gambar 4. Viral_Pneumonia

2. Pembagian Dataset. Pada tahapan ini dilakukan pembagian/split dataset menjadi latih/train (70%), val (15%) dan test
(15%) pada masing-masing kelas. Adapun tujuannya adalah dataset latih/train untuk melatih model, dataset val untuk
mengevaluasi selama proses pelatihan, sedangkan dataset test digunakan untuk ujicoba model, apakah dari gambar test
yang Kita upload model dapat mengenali kelasnya apa dan nilai confidencenya berapa persen. Berikut detail dataset setelah

dilakukan pembagian data :

Tuberculosis : 489 image (train), 105 image (val), 106 image (test)
Lung_Opacity  : 787 image (train), 168 image (val), 170 image (test)
Normal : 875 image (train), 187 image (val), 188 image (test)
Viral_Pneumonia: 770 image (train), 165 image (val), 165 image (test)

3. Pra-Pemrosesan Data (Preprocessing), dilakukan sebelum data diproses oleh model CNN DenseNet121, baik pada dataset
train maupun pada dataset val. Tujuannya yaitu untuk memastikan bahwa data masuk ke model dalam format, ukuran,

dan distribusi nilai yang sesuai. Berikut tahapan preprocessing yang dilakukan :.

a. Resize ukuran. DenseNet121 hanya menerima gambar dengan ukuran 224x224 piksel (ukuran ini tidak terlalu besar
sehingga cepat diproses GPU dan tidak terlalu kecil sehingga masih mengandung fitur visual penting pada X-Ray
paru-paru). Sementara data gambar asli X-Ray itu memiliki ukuran yang besar 1024x1024 piksel bahkan lebih,

tergantung dari alat X-Ray yang digunakan.
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b. Augmentation, dilakukan menggunakan RandomHorizontalFlip (membalikkan gambar secara horizontal), teknik ini
dipilih karena aman untuk gambar X-Ray (tidak mengubah makna dan arti medis), efektif menambah variasi data,
dan tidak mengubah struktur anatomi penting.

c. Standarisasi channel input dengan mengubah gambar ke format RGB. Hal ini perlu dilakukan karena DenseNet121

dilatih dengan gambar RGB 3 channel dari ImageNet, sementara pada dataset ada gambar yang pakai hitam
putih/grayscale (1 channel) dan ada yang pakai RGB (3 channel). Oleh karena itu standarisasi channel input ini perlu
dilakukan agar konsisten, tidak error dan sesuai dengan pretrained model yang digunakan yaitu RGB (3 channel).

d. Konversi gambar menjadi tensor PyTorch, Mengubah gambar dari format Python Imaging Library (PIL) menjadi
tensor agar bisa dikenali dan diproses oleh model.

4. Dataloader. Pada tahapan ini, dataset yang sudah dilakukan preprocessing kemudian dimasukkan ke dataloader sebelum
masuk sebagai inputan model CNN DenseNet121, tujuannya adalah untuk pengaturan distribusi data ke model dapat
dilakukan menjadi batch otomatis, shuffle, multithreading, sehingga inputan ke model bisa efisien dan optimal.

5. Load Model CNN DenseNet121. Pada tahapan ini tidak membuat CNN dari awal, melainkan menggunakan transfer
learning dari model DenseNet121 yang mengklasifikasikan dataset ImageNet sebanyak 1000 kelas. Namun, yang akan
digunakan pada penelitian ini hanya sebanyak 4 kelas, sesuai dengan Klasifikasi pada dataset yang ada dan telah
disesuaikan dengan tujuan penelitian.

6. Pelatihan model, berikut tahapan:
a. Loss Function dan Optimizer, menggunakan CrossEntropyLoss untuk klasifikasi dengan membandingkan output
dengan label aslinya dan optimizer Adam untuk update bobotnya agar hasil prediksi yang didapatkan semakin baik.
b. Ulang/Loop proses pelatihan untuk dataset training. Proses training akan diulang sebanyak num_epoch yaitu 5 kali
dan dalam 1 tahapan epoch akan melihat seluruh dataset training satu kali penuh. Proses yang dilakukan adalah :
a. Dataset diproses sebanyak 8 gambar sekaligus per batch, cukup kecil mengingat keterbatasan memory
RAM vyang disediakan oleh Colab (versi gratis hanya sebesar 12 GB).
Membaca gambar dari train_loader (dataloader), data langsung dikirim ke GPU jika tersedia
Prediksi oleh model
Hitung loss, membandingkan prediksi dengan label aslinya
Backpropagation, model belajar dari kesalahan prediksi dengan menghitung gradien (turunan) dari fungsi
loss
f.  Optimizer, memperbaharui bobot model agar pada batch berikutnya prediksi bisa lebih akurat
g. Hitung metrix evaluasi selama 1 epoch
h.  Mengukur kinerja model setelah semua batch selesai diproses
c. Loop validation (val), dimana prosesnya dipisah dari loop pelatihan (train) tujuannya adalah untuk mengukur
generalisasi model ke data yang belum pernah dilihat sebelumnya (tanpa mempengaruhi bobot model). Tahapannya
sama degan loop pelatihan namun perbedaannya pada tidak ada update bobot , tidak ada backward pass.

® oo T

7. Simpan model terbaik berdasarkan val yang memiliki akurasi paling tinggi.

8. Load model terbaik yang berhasil disimpan pada saat proses valuation.

9. Untuk testing kita gunakan dataset test yang belum pernah digunakan sama sekali oleh model, baik dalam pelatihan model
(train), maupun validation (val). Hal ini dilakukan untuk menguji apakah hasil dari model sesuai label, dan persentase
tingkat akurasinya.
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X-Ray Chest Classifier

o [ e
Gambar 5. Test Lung_Opacity

Gambar 5. di atas, menunjukan proses testing sebuah image dan dieksekusi hasilnya. Hasil testing menunjukan bahwa
image yang dimasukan terdeteksi sebagai image dengan kondisi Lung Opacity. Sedangkan pada Gambar 6, hasil test
image menunjukan bahwa kondisi paru-paru dalam keadaan Normal.

X-Ray Chest Classifier

e [ e
Gambar 6. Test Normal

Masih dengan pola testing yanng sama, Gambar 7. di bawah, menunjukan proses testing yang menunjukan hasil bahwa
image yang dimasukan terdeteksi sebagai image dengan kondisi paru-paru terindikasi Tuberculosis. Sedangkan pada
Gambar 8, hasil test image menunjukan bahwa kondisi paru-paru dalam mengalami Viral Pneumonia.

X-Ray Chest Classifier

o TS L
Gambar 7. Test Tuberculosis

X-Ray Chest Classifier

1pI03ad a0 X-ray Image to classfy Into one of 4 categories: Normal, Tubsrculasis, Viral Preumonta, Lung Opacity

- T I !

Gambar 8. Test viral pneumonia

Dari Gambar X-Ray yang di inputkan, terlihat bahwa model mampu mengenali masing-masing kelas dengan baik sekali,
dan memperoleh nilai confidence diatas 90%.
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b.

II. METODE PENELITIAN
Architectur Workflow

Pada Gambar 9 di bawah ini menunjukan peta dari keseluruhan metode penelitian yang telah disampaikan

sebelumnya, mulai dari persiapan data, proses belajar, hingga pengujian akhir untuk mengevaluasi model yang
telah dibuat.

Test

Evaluation

Dataset Prediction
Preprocessing
Au, ?naear'l::tinn Training Trained CNN
Ementat CNN Classifier Clasifier
Standarization
Convert
Validation CNN Classifier

Dataset Validation

Gambar 9. Architectur workflow

Penjelasan Alur Kerja (Workflow) yang di representasikan pada Gambar 9 adalah :

1. Input X-Ray (Data Mentah), merupakan titik awal dimana ada sekumpulan besar gambar rontgen yang masih
mentah dan belum mengalami proses apapun.

2. Splitting (Pembagian Data), proses ini membagi kumpulan data mentah menjadi tiga bagian terpisah, yaitu :
Training, Validation, & Test Dataset.

3. Preprocessing (Persiapan Data), merupakan proses untuk menggunakan "kacamata standar" pada setiap
gambar sebelum ditunjukkan ke model Al.
e Resize, untuk menyamakan ukuran semua gambar.
e Augmentation, untuk menambahkan data latih dari satu sumber gambar (misalnya, membalik gambar).
e Standarization, untuk menyamakan tingkat kecerahan atau kontras.
e Convert, untuk mengubah gambar menjadi format Tensor yang dimengerti oleh Al.

4. Training & Validation Loop. Adalah jantung dari proses belajar.

5. Trained CNN Classifier, merupakan hasil akhir dari proses belajar, yaitu "otak™ model kita dalam kondisi
terpintar dan sudah siap bekerja.

6. Prediction (Proses Prediksi), merupakan proses menguji model yang sudah kita latih menggunakan data baru.
Di tahap ini proses ujian sesungguhnya berlangsung.

7. Evaluation (Evaluasi/Penilaian Akhir), merupakan hasil interpretasi nilai dari model. Pada tahap ini akan
dihitung nilai akurasinya.

Formula Matematika

= Operasi Konvolusi, merupakan operasi dasar dalam CNN yang digunakan untuk mengektraksi fitur
spasial dari gambar input. Operasinya dirumuskan sebagai :

. M N . :
y(i,7) = Yoo Long @(i+m,j +n) - k(m,n)

........... €))
Keterangan :
z(i +m. i+ n): Input Citra
k(m,n) : Kernel Filter
y(i, 7) : Output fitur map
=  Fungsi Loss-Cross Entropy, digunakan untuk mengukur perbedaan antara distribusi prediksi dan label
actual :
L=-Xiqulog(@) .. @)
Keteranngan :

Yi : label asli dalam bentuk one hot
Yi : Probabilitas prediksi dari model
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V. HASIL PENELITIAN

1. Uji Akurasi, menggunakan dataset test yang belum digunakan baik pada proses pelatihan maupun validasi, dengan hasil
93,48% (cukup baik), artinya dari 629 gambar (Tuberculosis, Lung_Opacity, Normal, Viral_Pneumonia) yang terdeteksi
sesuai kelasnya yaitu sebanyak 588 gambar.

2. Evaluasi dengan Confusion Matrik terlihat sebagaimana Gambar 10. di bawah ini :

=

Confusion Matrix

Lung_Opacity

Normal
'

True Label

Viral_Pneumonia  Tuberculosis
! |

' '
Normal Tuberculosis
Predicted Label

Viral_Pneumonia

'
Lung_Opacity

Gambar 10. Confusion Matrix

Penjelasan dari evaluasi Confusion Matrix pada Gambar 10. di atas adalah :

a.

Prediksi Lung_Opacity. Terdeteksi Actual sebagai Lung_Opacity sebanyak 158 (True Positif), sebagai Normal
sebanyak 23 (salah prediksi), sebagai Tuberculosis dan Viral_Pneumonia tidak ada (0).

Prediksi Normal. Terdeteksi Actual sebagai Normal sebanyak 164 (True Positif), sebagai Lung_Opacity sebanyak 12
(salah prediksi), sebagai Viral_Pneumonia 4 (salah prediksi), sebagai Tuberculosis tidak ada (0).

Prediksi Tuberculosis. Terdeteksi Actual sebagai Tuberculosis sebanyak 106 (True Positif), sebagai
Viral_Pneumonia, Normal dan Lung_Opacity tidak ada (0) artinya model tidak pernah salah memprediksi gambar
X-Ray Tuberculosis.

Prediksi Viral_Pneumonia. Terdeteksi actual sebagai Viral_Pneumonia sebanyak 161 (True Positif), sebagai normal
sebanyak 1, sebagai Tuberculosis dan Lung_Opacity tidak ada (0).

3. Gambar 11 di bawah ini memperlihatkan hasil evaluasi menggunakan ROC (Receiver Operating Characteristic) Curve
dan nilai AUC (Area Under Curve), memiliki nilai yang mendekati 1, artinya model memiliki kemampuan diskriminasi
sangat tinggi, bahkan untuk kelas Tuberculosis dan Viral_pneumonia model memberi skor 1 (sempurna) hal ini karena
AUC menggunakan skor kepercayaan bukan prediksi akhir, sedangkan confusion matrix sangat sensitive meski kesalahan
1 tetap dicatat sebagai kesalahan

54

ROC Curve per Class

0.8 1

e
=

True Positive Rate

=
s

0.2 el —— Lung_Opacity (AUC = 0.98)
- Normal (AUC = 0.98)
. —— Tuberculosis (AUC = 1.00)
7 — Viral_Pneumenia (AUC = 1.00)

0.0

0.0 0.2 0.4 0.6 0.8 10
False Positive Rate

Gambar 11. ROC Curve
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V. KESIMPULAN

Berdasarkan hasil penelitian ini, implementasi arsitektur Convolutional Neural Network (CNN) menggunakan DenseNet121
terbukti mampu melakukan klasifikasi citra X-ray dada ke dalam empat kategori, yaitu Normal, Lung Opacity, Tuberculosis, dan
Viral Pneumonia, dengan tingkat akurasi yang sangat tinggi, yakni hampir mencapai 94%. Proses pelatihan model dilakukan
dengan membagi dataset menjadi data training, validasi, dan pengujian, serta dilakukan preprocessing yang sesuai agar gambar
dapat diolah secara optimal oleh model. Evaluasi performa model melalui akurasi dan confusion matrix berada pada kisaran nilai
yang sangat baik untuk semua kelas. Selain itu, analisis lebih lanjut menggunakan Receiver Operating Characteristic (ROC) Curve
memperlihatkan Area Under Curve (AUC) mendekati 1 di setiap kelas, yang menunjukkan bahwa model memiliki kemampuan
klasifikasi yang sangat akurat. Hasil tersebut menunjukkan bahwa transfer learning menggunakan DenseNet121, meskipun
awalnya dilatih dengan dataset ImageNet, tetap efektif untuk diterapkan dalam domain medis seperti deteksi penyakit paru-paru.
Dengan demikian, penelitian ini membuktikan bahwa pendekatan CNN berbasis DenseNet121 dapat dijadikan solusi yang andal
sebagai alat bantu diagnosis radiologis secara otomatis untuk mendeteksi penyakit paru berbasis citra X-ray.
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