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Abstrak: Kemajuan teknologi kecerdasan buatan (Al), khususnya Large Language Models
(LLMs), telah membawa transformasi signifikan pada industri pembiayaan kendaraan di era
digital. Studi ini bertujuan untuk mengeksplorasi pemanfaatan Al dan LLM dalam mendukung
efisiensi operasional, pengambilan keputusan, dan manajemen risiko di sektor pembiayaan
kendaraan. Dengan menggunakan pendekatan deskriptif kualitatif, studi ini menganalisis
implementasi teknologi Al dalam berbagai tahap proses bisnis, seperti penilaian kredit
berbasis pembelajaran mesin, verifikasi dokumen dengan visi komputer, pengingat penagihan
otomatis menggunakan text-to-speech, dan peran LLM dalam memberikan rekomendasi
keputusan berbasis data real-time. Temuan menunjukkan bahwa integrasi Al dan LLM
memungkinkan pemrosesan data yang lebih akurat, responsif, dan personal, mempercepat
pengambilan keputusan manajemen sekaligus mengurangi bias subjektif. Selain manfaat ini,
studi ini juga mengidentifikasi beberapa tantangan dalam implementasi teknologi, seperti
masalah keamanan data, transparansi algoritma, dan kesiapan sumber daya manusia.
Secara keseluruhan, studi ini menunjukkan bahwa pemanfaatan Al dan LLM memiliki potensi
besar dalam mendukung transformasi digital perusahaan pembiayaan kendaraan, dengan
catatan terdapat kesiapan organisasi yang memadai dalam hal regulasi, tata kelola, dan
adaptasi budaya kerja untuk mengoptimalkan implementasinya.

Kata Kunci : Kecerdasan Buatan, Model Bahasa Besar, Pembiayaan Kendaraan, Digitalisasi,
Manajemen Risiko.

PENDAHULUAN

Perkembangan teknologi kecerdasan buatan (Al) telah mendorong transformasi
signifikan di berbagai sektor industri, termasuk industri pembiayaan kendaraan. Seiring
meningkatnya permintaan masyarakat akan akses pembiayaan yang cepat, akurat, dan
personal, perusahaan multifinance ditantang untuk meningkatkan efisiensi operasional
sekaligus memperkuat sistem manajemen risiko. Dalam konteks ini, pemanfaatan Al,
terutama teknologi mutakhir seperti Large Language Models (LLM), membuka peluang baru
untuk pemrosesan data, memahami kebutuhan pelanggan, dan memberikan rekomendasi
cerdas berbasis data.
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Al kini banyak digunakan dalam berbagai proses pembiayaan, mulai dari penilaian kredit
berbasis pembelajaran mesin, verifikasi dokumen melalui visi komputer, hingga sistem text-
to-speech sebagai pengingat penagihan. Lebih jauh lagi, LLM seperti GPT (Generative Pre-
trained Transformer) dapat membantu analis kredit dalam membaca dan menganalisis data
pelanggan secara otomatis, meringkas riwayat kredit, dan memberikan rekomendasi
keputusan berdasarkan parameter risiko dan kebijakan internal perusahaan. Hal ini tidak
hanya mempercepat proses pengambilan keputusan tetapi juga membantu mengurangi bias
subjektif dalam evaluasi kredit.

Integrasi Al dan LLM dalam sistem pembiayaan kendaraan juga memungkinkan
perusahaan mengembangkan strategi yang lebih adaptif terhadap dinamika pasar.
Kemampuan LLM untuk memahami bahasa alami dan meringkas informasi dari berbagai
sumber membuatnya sangat berguna dalam mendukung pengambilan keputusan berbasis
data untuk operasi, pengembangan produk, dan penilaian portofolio risiko.

Makalah ini membahas berbagai aplikasi Al, termasuk LLM, dalam mendukung
transformasi digital di perusahaan pembiayaan kendaraan. Studi ini mencakup identifikasi
proses yang dapat diotomatisasi, analisis manfaat dan tantangan yang dihadapi, serta potensi
pengembangan di masa mendatang. Diharapkan studi ini akan memberikan wawasan dan
referensi strategis bagi praktisi industri, akademisi, dan pembuat kebijakan yang berupaya
mengoptimalkan pemanfaatan Al di sektor pembiayaan Indonesia.

TINJAUAN PUSTAKA

Penggunaan kecerdasan buatan (Al) dalam industri pembiayaan kendaraan terus
berkembang seiring dengan kebutuhan untuk meningkatkan efisiensi, kecepatan layanan, dan
akurasi pengambilan keputusan. Salah satu aplikasi Al yang umum adalah sistem penilaian
kredit berbasis pembelajaran mesin. Model-model ini memproses data historis pelanggan
untuk memprediksi risiko gagal bayar, dengan mempertimbangkan variabel non-tradisional
yang sering dikecualikan dari metode konvensional.

Selain itu, teknologi visi komputer banyak digunakan untuk mendukung proses verifikasi
dokumen otomatis, seperti kartu identitas, sertifikat registrasi kendaraan, dan sertifikat
kepemilikan. Teknik seperti pengenalan karakter optik (OCR) dan pengenalan wajah
mempercepat validasi data sekaligus mengurangi kesalahan input manual.

Munculnya Large Language Models (LLM) merupakan terobosan signifikan dalam Al,
khususnya dalam pemrosesan bahasa alami. LLM memungkinkan sistem untuk memahami
konteks teks secara mendalam dan menghasilkan ringkasan, analisis, dan rekomendasi yang
relevan berdasarkan data yang tersedia. Dalam pembiayaan kendaraan, LLM dapat
menganalisis riwayat kredit pelanggan, meringkas profil secara otomatis, dan memberikan
rekomendasi keputusan yang selaras dengan kebijakan perusahaan.

Integrasi Al dan LLM dengan sistem data internal perusahaan juga menciptakan peluang
untuk mengembangkan asisten virtual atau dasbor pintar yang memberikan wawasan waktu
nyata kepada analis dan manajemen kredit. Kemampuan LLM untuk memahami pertanyaan
dan memberikan jawaban berdasarkan dokumen atau data historis sangat mendukung proses
pengambilan keputusan berbasis data.

Namun, penerapan teknologi ini juga menimbulkan tantangan, seperti perlunya
perlindungan data pribadi, transparansi algoritma, dan kesiapan sumber daya manusia dalam
mengadopsi dan mengelola teknologi digital. Oleh karena itu, keberhasilan penerapan Al dan
LLM tidak hanya ditentukan oleh kecanggihan teknologi, tetapi juga oleh kesiapan organisasi
dalam hal regulasi, tata kelola, dan adaptasi budaya kerja.
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METODE

Penelitian ini menggunakan pendekatan deskriptif kualitatif untuk mendeskripsikan dan
menganalisis pemanfaatan teknologi kecerdasan buatan (Al), termasuk Large Language
Models (LLMs), dalam mendukung proses bisnis di sektor pembiayaan kendaraan bermotor.
Pendekatan ini bertujuan untuk memberikan pemahaman mendalam tentang bagaimana
teknologi tersebut diimplementasikan, manfaat yang dihasilkan, dan tantangan yang dihadapi
dalam praktik.

Para penulis melakukan telaah terhadap berbagai publikasi ilmiah, artikel industri, laporan
tahunan perusahaan multifinance, dan dokumentasi teknis terkait implementasi Al dan LLM
di sektor keuangan, khususnya pembiayaan kendaraan bermotor. Telaah ini bertujuan untuk
memahami perkembangan teknologi terkini dan model implementasi yang diterapkan di
berbagai negara, termasuk Indonesia.

Penelitian ini juga mencakup studi kasus salah satu perusahaan multifinance di Indonesia
yang telah menerapkan Al untuk mendukung beberapa fungsi bisnis seperti penilaian kredit,
verifikasi dokumen digital, dan pengingat penagihan otomatis. Para peneliti mengamati proses
kerja dan meninjau sistem serta alur data yang digunakan dalam operasi perusahaan.

HASIL DAN PEMBAHASAN

Salah satu hasil signifikan dari implementasi Al dalam bentuk Large Language Models
(LLM) adalah kemampuannya untuk menjawab pertanyaan berbasis data dengan cepat dan
kontekstual. Teknologi ini memungkinkan manajemen untuk mengakses informasi strategis
tanpa eksplorasi data manual yang rumit. Misalnya, sistem berbasis LLM dapat menjawab
pertanyaan seperti: "Cabang mana yang memiliki harga kendaraan termurah?" atau "Cabang
mana yang memiliki pendapatan terendah?" LLM mengakses dan menganalisis data sistem
internal yang tersedia untuk memberikan jawaban yang ringkas dan relevan berdasarkan data
terkini, seperti yang diilustrasikan dalam Gambar 1.

[+1  valentino@valentino-Ubuntu: ~/Workspace/Oscar/mrp_ai (ch... Q

berwenang untuk mendapatkan informasi terkini.'}, 'logprobs': None, 'finish _rea
son': 'stop'}], 'usage': {'prompt_tokens': 88, 'completion_tokens': 77, 'total_t
pkens': 165}}
- S python3 qwen.py
lama_context: n_ctx_per_seq (2048) < n_ctx_train (32768) -- the full capacity
the model will not be utilized
arga mobil termahal tahun 2023 adalah 135 triliun rupiah.
: S python3 qwen.py
lama_context: n_ctx per_seq (2048) < n_ctx_train (32768) -- the full capacity
the model will not be utilized
arga mobil termahal tahun 2023 adalah 135000000 ribu rupiah.
: S python3 qwen.py
lama_context: n_ctx per_seq (2048) < n_ctx _train (32768) -- the full capacity
the model will not be utilized
arga mobil termahal tahun 2023 adalah 135000000 ribu rupiah.
- S python3 qwen.py

lama_context: n_ctx_per_seq (2048) < n_ctx_train (32768) -- the full capacity
the model will not be utilized
arga mobil termahal tahun 2023 adalah 135000000 ribu rupiah.

. S python3 qwen.py
lama_context: n_ctx_per_seq (2048) < n_ctx_train (32768) -- the full capacity
f the model will not be utilized

arga mobil termahal tahun 2023 adalah 135000000 ribu rupiah.

e |
Gambar 1. Hasil jawaban rekomendasi yang dikeluarkan oleh Al berbasis LLM.
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Selain itu, LLM dapat menangani pertanyaan yang bersifat pribadi dan kompleks, seperti:
“Jika saya seorang pria berusia 28 tahun yang sedang mencari kendaraan dengan anggaran
120 juta rupiah, kendaraan apa yang akan Anda rekomendasikan?” Dalam skenario ini, LLM
tidak hanya mempertimbangkan batasan harga tetapi juga menghubungkan faktor demografi
(usia, preferensi gaya hidup, atau segmentasi pasar) dengan data katalog kendaraan yang
tersedia. Hasilnya adalah rekomendasi yang kontekstual dan personal, mirip dengan saran
dari tenaga penjual yang berpengalaman.

Kemampuan ini menyoroti potensi LLM sebagai asisten analitik interaktif yang
mendukung pengambilan keputusan manajemen untuk pengembangan strategi operasi,
pemasaran, dan penjualan. Dengan antarmuka teks alami, LLM dapat digunakan langsung
oleh pengguna non-teknis, memperluas akses ke wawasan bisnis di seluruh organisasi .

KESIMPULAN

Penerapan kecerdasan buatan (Al), khususnya Large Language Models (LLM), di sektor
pembiayaan kendaraan telah terbukti berdampak positif pada efisiensi operasional dan
kualitas pengambilan keputusan. Teknologi ini mengotomatiskan proses yang sebelumnya
memerlukan banyak waktu dan upaya manusia, seperti penilaian kredit, verifikasi dokumen,
dan pengingat penagihan. Selain itu, LLM memberikan nilai tambah melalui kemampuannya
untuk memberikan jawaban manajemen berbasis data dengan cepat, mulai dari
mengidentifikasi cabang dengan kinerja tertentu hingga merekomendasikan kendaraan yang
disesuaikan dengan preferensi masing-masing pelanggan.

Dengan antarmuka bahasa alami, LLM memungkinkan pengguna non-teknis untuk
mengakses wawasan bisnis secara intuitif, sehingga mendorong pengambilan keputusan
yang lebih responsif dan terarah. Meskipun ada tantangan terkait integrasi data, keamanan
informasi, dan kesiapan organisasi, potensi adopsi Al dan LLM dalam industri pembiayaan
kendaraan cukup signifikan dan layak untuk diimplementasikan secara strategis dan luas.

PENGAKUAN

Dengan selesainya penelitian ini, penulis berharap pembahasan yang disajikan dapat
menjadi referensi yang berharga, baik sebagai bahan bacaan maupun literatur ilmiah, bagi
akademisi dan praktisi di bidang terkait. Penulis menyampaikan rasa terima kasih yang
sebesar-besarnya kepada Fakultas Manajemen Keuangan Universitas Pamulang atas
bimbingan, arahan, dan ilmu yang diberikan selama proses penelitian. Semoga Allah
Subhanahu wa Ta'ala senantiasa melimpahkan rahmat dan karunia-Nya atas segala upaya
dan kegiatan yang telah dilakukan. Penulis juga mengucapkan terima kasih kepada semua
pihak yang telah memberikan bantuan dan dukungan, baik secara langsung maupun tidak
langsung, yang tidak dapat disebutkan satu per satu.
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