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Abstract 

 

Heart disease is a global health concern, being the leading cause of death worldwide. Annually, over 

17 million people lose their lives to various types of heart disease, including coronary heart disease, heart 

failure, and stroke. Unfortunately, access to adequate and affordable healthcare remains a challenge in 

certain areas, which can hinder early detection and management of heart disease. Thus, addressing this 

problem necessitates a collaborative effort from various entities, including governments, health 

organizations, the medical community, and individuals. Prevention, early detection, and management of 

heart disease is a top global health priority. Advances in technology and computer science are expected to 

play a more significant role in the future in the prevention, diagnosis and management of heart disease. 

Several studies have discussed the benefits of supervised learning for dealing with extensive heart disease 

data. However, only a few have evaluated the performance of these algorithms. This study built a 

classification model utilizing supervised learning algorithms, including C4.5, Random Forest, Logistic 

Regression, and Support Vector Machine. The data processed are in the form of category data with character 

data types. The results of accuracy, precision, and performance evaluation indicate that Logistic Regression 

Algorithm has the most superior value compared to the other algorithms. However, it was found that the 

C4.5 and SVM algorithms had anomalous events. Although C4.5 had higher accuracy and precision than 

SVM, SVM had better performance. 
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1. Introduction 

Heart disease is a significant global health 

problem, including in Indonesia, and is the leading 

cause of death worldwide (Braunwald, 2019) 

(Ministry of Health Republic of Indonesia, 2014) 

(World Health Organization, 2019). According to 

the World Health Organization (WHO), more than 

17 million cardiovascular disease deaths occur 

yearly. Heart disease also imposes a significant 

economic burden on healthcare systems 

worldwide, including medical care costs and lost 

economic productivity (Setyaji et al., 2018) 

(Utami, 2017). Despite improvements in the health 

system in Indonesia, access to quality health care is 

still limited in some areas, especially in rural areas 

(Maharani et al., 2019) (Setyaji et al., 2018) 

(Sofiana et al., 2021). In addition, public awareness 

about the importance of preventing and managing 

heart disease still needs to be increased. Health 

education and the promotion of healthy lifestyles 

are essential. Then, delays in treating heart disease 

are risky and can have serious medical 

consequences. Therefore, it is crucial to identify 

risk factors for heart disease, undergo regular 

health check-ups, and seek timely medical 

treatment if symptoms or signs of heart disease are 

present (Çakmak & Demir, 2020) (Ciumărnean et 

al., 2022) (Komalasari et al., 2019). Prevention and 

good management of heart disease is essential to 

avoid potentially fatal complications. 

Previously, research in the field of computer 

science has been conducted, proving that data 

mining in heart disease has excellent potential to 

improve early recognition, more accurate 
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diagnosis, more personalized treatment, and more 

effective management of heart disease 

(Balakrishnan et al., 2021) (Krittanawong et al., 

2020) (Maiga et al., 2019) (Mathur et al., 2020) 

(Mezzatesta et al., 2019) (Padmanabhan et al., 

2019). So, it can help reduce the death rate due to 

heart disease and improve the patient's quality of 

life. 

Research conducted by Maiga(2019) 

employed Random Forest, Naïve Bayes, K-Nearest 

Neighbor (KNN), and Logistic Regression in 

modeling heart disease diagnoses. A total of 70,000 

medical records of patient data were utilized in the 

study, and the comparison results revealed that 

Random Forest had a high classification accuracy 

of 73%, specificity of 65%, and sensitivity of 80%. 

Furthermore, Padmanabhan (2019) conducted a 

study to debunk the outdated belief that biomedical 

researchers must possess extensive knowledge of 

underlying algorithms in order to construct 

effective machine-learning classification models. 

The research utilized heart disease data to compare 

the efficacy of machine learning automation 

techniques with that of a graduate student, 

analyzing key metrics such as total time spent 

building the model and final classification accuracy 

on a brand new test dataset. The results revealed 

that with machine learning automation, a 

classification model can be assembled in just one 

hour and perform better than a graduate student's 

model built over the course of a month. 

Moreover, extensive research has been 

conducted in the field of cardiovascular medicine 

and it has been found that artificial intelligence has 

been effectively used in cardiovascular imaging, 

predicting cardiovascular risk, and identifying 

potential drug targets. The study by Mathur et al.   

(2020) highlighted the significant advancements 

made in comprehending different heart failure and 

congenital heart disease phenotypes, which has led 

to the development of innovative treatment 

approaches for various cardiovascular conditions. 

These include drug therapy and post-marketing 

surveys of prescription drugs. 

Krittanawong’s (2020) study revealed that 

machine learning (ML) algorithms, such as support 

vector machine (SVM) and boosting, are highly 

promising in predicting cardiovascular disease. 

However, their performance may vary based on 

different parameters, which is a vital factor for 

clinicians to consider when selecting the most 

optimal algorithm for their datasets. Specifically, 

the research showed that the boosting algorithm 

had an area under the curve (AUC) of 0.88 when 

predicting coronary artery disease, while the 

custom algorithm exhibited an even higher AUC of 

0.93. These findings provide important insights 

into the efficacy of different ML algorithms in 

predicting cardiovascular disease and can aid 

clinicians in making informed decisions when 

selecting the most appropriate algorithm for their 

datasets. 

Furthermore, Balakrishnan (2021) utilized 

pre-processing techniques such as eliminating 

noisy and missing data, filling in default values 

when necessary, and categorizing attributes at 

different levels for prediction and decision-making 

purposes. Additionally, the performance of the 

diagnosis model was assessed using classification, 

accuracy, sensitivity analysis, and specificity. To 

achieve this, the accuracy of implementing rules to 

individual outcomes from various algorithms, 

including Support Vector Machine, Gradient 

Boosting, Random Forest, Naive Bayes classifier, 

and logistic regression, was compared on datasets 

obtained from a specific region to develop a precise 

cardiovascular disease prediction model. The 

Random Forest algorithm yielded the highest 

accuracy rate of 92.4%. 

The purpose of this study is to thoroughly 

examine the effectiveness of various algorithms 

that have been utilized in prior research studies 

involving heart disease data. This data has been 

sourced from the Heart Disease Maps and Data 

Sources(National Center for Chronic Disease 

Prevention and Health Promotion Division for 

Heart Disease and Stroke Prevention, 2022), which 

is a division of the National Center for Chronic 

Disease Prevention and Health Promotion that 

specifically focuses on heart disease and stroke 

prevention. Through this evaluation, we hope to 

gain a better understanding of how these algorithms 

operate and their potential implications for 

improving heart disease treatment and prevention. 

 

2. Methods 

For this study, we made use of a dataset 

sourced from an annual survey conducted by the 

Centers for Disease Control (CDC) (National 

Center for Chronic Disease Prevention and Health 

Promotion Division for Heart Disease and Stroke 

Prevention, 2022). The survey collected 
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information from a significant number of adults, 

specifically 300000, with regard to their health 

status. In order to ensure the quality of the data, we 

conducted a thorough examination to ensure that it 

was complete. We then standardized and 

normalized the data, paying close attention to 

missing entries, which we addressed by either 

completing them or eliminating affected rows or 

columns. Additionally, we meticulously identified 

and resolved any outliers that could potentially 

affect our analysis or model accuracy. Finally, we 

corrected any inaccuracies or disparities present in 

the data, ensuring that our analysis was based on 

reliable and accurate information. 

In order to create a model, we utilize several 

different algorithms including the C45 algorithm, 

random forest, Support Vector Machine (SVM), 

and Logistic Regression. The C4.5 algorithm is a 

crucial decision tree learning algorithm that 

constructs decision trees based on dataset attributes 

(Cherfi et al., 2018) (Hartshorn, 2020) (Jijo & 

Abdulazeez, 202) (Liu et al., 2017). The algorithm 

begins by selecting the best attribute using 

information measurements like entropy (equation 

1) and information gain or gain ratio (equation 2) 

to divide the data into two branches or child nodes. 

This process is repeated recursively on each branch 

until a stopping criterion is met, such as when all 

data in a branch is of the same class or the 

maximum depth is reached. After the tree is 

formed, pruning is done to avoid overfitting. 

Certain branches or nodes that are not significant or 

cause overfitting can be removed. Finally, the 

model is tested by passing data through the tree, 

following the appropriate branch based on data 

attributes, until it reaches a leaf with a class label. 

Pseudocode 1 provides a clear overview of how the 

algorithm works. 

 

𝐸(𝑆) = ∑ −𝑝𝑖𝑙𝑜𝑔2

𝑐

𝑖=1

𝑝𝑖 (1) 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛 

= 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑏𝑒𝑓𝑜𝑟𝑒) − ∑ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑗, 𝑎𝑓𝑡𝑒𝑟)

𝑘

𝑗=1

 
(2) 

 

The Random Forest algorithm is a method of 

ensemble learning that employs multiple decision 

trees for classification purposes (Hartshorn, 2020) 

(Primajaya & Sari, 2018). In order to achieve this, 

Random Forest employs Bootstrap Aggregating 

(Bagging), where a random sample with 

replacement (bootstrap) is selected from the 

training dataset for each tree to be created. As a 

result, each tree in the forest sees a slightly different 

dataset. Random Feature Selection is then 

performed by randomly selecting attributes from all 

available attributes, which helps prevent overfitting 

and introduces variation between the trees in the 

forest. Finally, each tree provides a class prediction 

during the prediction stage, and the most common 

class is taken as the final result in classification. 

The Random Forest algorithm follows the process 

outlined in Pseudocode 2. 

 
Pseudocode 1. C4.5 Algorithm 

 
 
Pseudocode 2. Random Forest Algorithm 
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Furthermore, the Support Vector Machine 

(SVM) algorithm is able to determine the 

hyperplane that maximizes the distance between 

two distinct groups(Koda et al., 2018) (Mahmoud 

& Ren, 2019) (Noor et al., 2019). This distance, 

referred to as the margin, represents the gap 

between the hyperplane and the closest data points 

of each group, known as support vectors. Utilizing 

a kernel can further optimize SVM's efficacy. A 

kernel is a function that transforms the initial data 

into a higher dimension, allowing for easier 

separation of the data. This approach empowers 

SVM to tackle non-linear classification problems in 

the original dimension. After identifying the 

hyperplane, SVM can predict the class of test data 

based on its position relative to the hyperplane. The 

SVM process is illustrated in Pseudocode 3. 

 
Pseudocode 3. Support Vector Machine Algorithm 

 
 

In the realm of classification problems, the 

logistic regression algorithm is a commonly 

employed statistical method (Ath et al., 2022) 

(Handayani, 2021) (Ho et al., 2020). Its technique 

involves utilizing the logistic function (sigmoid) to 

model the probability that the data belongs to a 

specific class. The sigmoid function transforms 

linear values into probability values, ranging from 

0 to 1. By selecting a threshold based on these 

probabilities, we make a classification decision. 

For instance, if the probability exceeds 0.5, we 

predict it as class 1; if it is less than or equal to 0.5, 

we predict it as class 0. Logistic regression seeks 

the best parameter through maximum entropy 

classification, where probability is represented by p 

and a, b are model parameters, with a as a factor. 

You can find a demonstration of the logistic 

regression workflow in pseudocode 4. 

 
Pseudocode 4. Logistic Regression Algorithm 

 
 

In order to achieve the primary goal of this 

study, the data is subsequently partitioned into 

training and test data through the utilized of K-Fold 

Cross Validation, a method that impartially 

distributes data (Djatna et al., 2018) (Masruriyah et 

al., 2019) (Mia et al., 2022). 

 

3. Result and Dicussion 

After undergoing pre-processing, the data 

was categorized based on character types and then 

split into training and test sets using K-Fold with 

K-10. Table 1 showcases the accuracy and 

precision outcomes of the model. The Logistic 

Regression algorithm delivered the highest 

accuracy and precision results, at 91.5% and 88.9% 

respectively. In contrast, the SVM algorithm had 

the lowest values, with 80.4% accuracy and 84.2% 

precision. Random Forest and C.45 algorithms 

showed identical accuracy values but slightly 

different precision values.  

 

Tabel 1 Accuracy and Precision Report 

Model Accuray (%) Precision (%) 

Logistic 

Regression 
91.5 88.9 

Random 

Forest  
90.9 87.8 

C4.5 90.9 87.4 

SVM 80.4 84.2 
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When determining how dependable a built 

model is, simply relying on accuracy and precision 

may not be sufficient. For a more comprehensive 

understanding of the model's performance, an 

evaluation was carried out using Receiver 

Operating Characteristics (ROC) and Area Under 

the Curve (AUC). This particular evaluation 

technique allows for the measurement of True 

Positive Rate (sensitivity) versus False Positive 

Rate (1-specificity) trade-offs, particularly when 

comparing different models. The AUC metric is a 

singular value that gauges how effectively the 

model distinguishes between classes in 

classification tasks. It ranges from 0 to 1, with 

values under 0.5 requiring further evaluation due to 

random performance. A value closer to 1, ideally 

above 0.7, indicates a higher level of reliability and 

more resilient performance. Based on the 

evaluation results, as shown in Figure 1, the 

Logistic Regression model is represented by the red 

line, Random Forest by the orange line, C4.5 by the 

green line, and SVM by the purple line. Each 

model's corresponding AUC values are 0.91, 0.89, 

0.43, and 0.66, respectively.  

 

 
Figure 1 Evaluation Result 

 

4. Conclusion 

The findings demonstrate that logistic 

regression applied to categorical data with 

character types outperforms other algorithms. 

Nevertheless, it is crucial to also consider the C4.5 

and SVM algorithms. Despite C4.5's superior 

accuracy and precision, performance assessment 

through ROC analysis reveals that the SVM 

algorithm is more effective. 

 

5. Future Work 

In future research, an in-depth evaluation 

needs to be carried out regarding unbalanced data, 

normalization and data transformation also need to 

be analyzed. The performance of the algorithm is 

truly reliable when all analysis schemes are carried 

out, but the evaluation results and accuracy only 

experience insignificant changes. 
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