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ABSTRACT

In the digital era, train ticket payment patterns are increasingly complex with the increasing use
of bank payment methods. PT XYZ, as a train ticket service provider, faces challenges in understanding
customer behavior based on available transaction data. The main problem in this study is how to
effectively group customer data based on their transaction characteristics to support service improvement
and marketing strategies. This study implements two data mining classification algorithms, namely K-
Nearest Neighbors (KNN) and Naive Bayes, to analyze train ticket payment transaction patterns.
Processing is carried out through the RapidMiner application, with an approach based on historical
transaction data collected and processed using Microsoft Excel. The research methodology includes the
stages of data collection, preprocessing, classification modeling, and model performance evaluation
based on accuracy, precision, and recall metrics. The results show that the Naive Bayes algorithm has
superior performance compared to KNN, with an accuracy of 99.10%, a precision of 99.07%, and a
recall of 99.14%. This indicates that Naive Bayes is more effective in classifying customer transaction
data. Companies can implement the Naive Bayes algorithm in internal analytics systems to support data-
driven decision-making, particularly in marketing strategies and customer service personalization.

Keywords: K-Nearest Neighbors (KNN), Naive Bayes, data classification, train ticket transactions,
RapidMiner.

ABSTRAK

Dalam era digital, pola pembayaran tiket kereta api semakin kompleks seiring meningkatnya
penggunaan metode pembayaran via bank. PT XYZ, sebagai penyedia layanan tiket kereta api,
menghadapi tantangan dalam memahami perilaku pelanggan berdasarkan data transaksi yang tersedia.
Permasalahan utama dalam penelitian ini adalah bagaimana mengelompokkan data pelanggan secara
efektif berdasarkan karakteristik transaksi mereka untuk mendukung strategi peningkatan layanan dan
pemasaran. penelitian ini mengimplementasikan dua algoritma klasifikasi data mining, yaitu K-Nearest
Neighbors (KNN) dan Naive Bayes, untuk menganalisis pola transaksi pembayaran tiket kereta api.
Pengolahan dilakukan melalui aplikasi RapidMiner, dengan pendekatan berbasis data historis transaksi
yang dikumpulkan dan diolah menggunakan Microsoft Excel. Metodologi penelitian mencakup tahapan
pengumpulan data, preprocessing, pemodelan klasifikasi, serta evaluasi performa model berdasarkan
metrik accuracy, precision, dan recall. Hasil penelitian menunjukkan bahwa algoritma Naive Bayes
memiliki performa lebih unggul dibandingkan KNN, dengan accuracy sebesar 99,10%, precision
99,07%, dan recall 99,14%. Ini menunjukkan bahwa Naive Bayes lebih efektif dalam mengklasifikasikan
data transaksi pelanggan. perusahaan dapat menerapkan algoritma Naive Bayes dalam sistem analitik
internal untuk mendukung pengambilan keputusan berbasis data, khususnya dalam strategi pemasaran
dan personalisasi layanan pelanggan.

Kata Kunci: K-Nearest Neighbors (KNN), Naive Bayes, klasifikasi data, transaksi tiket kereta api,
RapidMiner.

235



Analisis Transaksi Pembayaran Tiket Kereta Api (Kai) ... | (Rizki Agustian, 2025)
Jurnal llmu Komputer | Vol. 3 No. 1 (2025) 235-250 236

1. PENDAHULUAN

Perkembangan teknologi informasi sudah sedemikian pesat salah satunya adalah
Internet. Teknologi Internet menghubungkan ribuan jaringan komputer individual dan
organisasi di seluruh dunia. Ada banyak kemajuan teknologi yang tersedia dengan
komputer. Komputer tidak hanya membantu kita dalam menyelesaikan pekerjaan,
tetapi juga dapat menjadi alat yang menyenangkan dan berguna untuk digunakan.
Untuk lebih memaksimalkan pekerjaan teknologi berbasis internet sangat mendukung
pekerjaan secara online [14]. Penjualan merupakan kegiatan utama dalam dunia bisnis
yang berperan besar dalam mencapai tujuan perusahaan. Secara umum penjualan
dilakukan dengan mempunyai tujuan eksklusif yaitu mendatangkan suatu keuntungan
kepada seseorang yang memasarkan produk-produk atau jasa-jasa tertentu [26].

Transportasi merupakan sebuah sarana umum dengan apapun jenisnya dan
dimanapun tempatnya, sangat diperlukan bagi setiap orang yang hendak bepergian,
apalagi ke tempat yang tidak mungkin untuk dijangkau hanya dengan berjalan kaki
sehingga transportasi menjadi kebutuhan utama. Saat ini begitu banyak transportasi
umum yang disediakan baik oleh pemerintah dan swasta maupun perorangan
sehingga memudahkan masyarakat untuk mencari alternatif pilihan mode transportasi
yang terbaik sesuai dengan kebutuhan dan kemampuan mereka. Salah satu contoh
mode transpostasi misalnya kereta api, alat transportasi ini selain memberikan
penawaran dan kenyamanan juga memberikan penawaran berupa tarif yang
terjangkau. Industri transportasi, khususnya kereta api,mengalami transformasi
signifikan dalam cara pembayaran tiket dilakukan. Pembayaran melalui bank menjadi
salah satu metode yang paling populer, menawarkan kenyamanan dan efisiensi bagi
pelanggan. Namun, dengan meningkatnya volume transaksi, penting bagi perusahaan
seperti PT XYZ untuk memahami pola perilaku pelanggan dalam menggunakan
layanan pembayaran ini. Analisis transaksi pembayaran dapat memberikan wawasan
berharga mengenai preferensi dan kebiasaan pelanggan. Klasifikasi merupakan salah
satu proses pada data mining yang bertujuan untuk menemukan hubungan dan
menentukan atribut atau kelas label dari sampel yang akan diklasifikasi. Klasifikasi
merupakan suatu proses yang bersifat supervised learning dan digunakan untuk
membedakan kelas label data dengan melalui pencarian model atau fitur yang dapat

memprediksi kelas dari suatu objek dengan tepat [2].
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Tugas utama pada data mining diantaranya yaitu klasifikasi yang merupakan
suatu teknik dengan melihat pada kelakuan dan atribut dari kelompok yang telah
didefinisikan [27]. K-Nearest Neighbor (KNN) merupakan algoritma yang digunakan
dalam Kklasifikasi teks atau data yang bersifat supervised. Algoritma K-Nearest
Neighbor (KNN) bekerja berdasarkan jarak terpendek dari query instance ke data uji
atau data train untuk menentukan Klasifikasi ketetanggaanya [2]. Salah satu metode
yang dapat digunakan dalam data mining ialah klasifikasi Naive Bayes. Naive Bayes
Classifier merupakan metode klasifikasi yang berakar pada teorema Bayes. Naive
bayes merupakan metode pengklasifikasian berdasarkan pada probabilitas sederhana
dan dirancang agar dapat dipergunakan dengan asumsi antar variabel penjelas saling
bebas (independen). Pada algoritma ini pembelajaran lebih ditekankan pada
pengestimasian probabilitas. tujuan dari metode Naive Bayes merupakan untuk
menemukan probabilitas ketika kita mengetahui probabilitas tertentu lainnya. Hasil
dari perhitungan data mining menggunakan metode klasifikasi Naive Bayes akan
makin berguna jika penyajiannya menarik dan dapat dipahami dengan baik oleh
penerima data [14].

Meskipun terdapat potensi besar dalam analisis data ini, tantangan seperti
pemilihan fitur yang relevan untuk mencapai hasil yang akurat dan bermanfaat. Oleh
karena itu, penelitian ini bertujuan untuk mengeksplorasi dan menerapkan metode
nearest neighbors (knn) dan naive bayes dalam konteks analisis transaksi pembayaran
tiket kereta api di PT XYZ. Data ini bisa sangat berguna dalam berbagai konteks, seperti
dalam pengolahan transaksi keuangan, pengelompokan data, dan analisis
lainnya.Berikut adalah daftar nama transaksi pembelian tiket kereta api yang digunakan
dalam sistem. Banyak data transaksi keuangan disimpan dalam bentuk dokumen, seperti
Microsoft Excel atau format spreadsheet lainnya. Meskipun format ini memudahkan
penyimpanan dan pengelolaan data secara manual, pengolahan dan analisis data yang
lebih  kompleks sering kali memerlukan teknik yang lebih canggih untuk

mengoptimalkan pemanfaatan data.

2. METODE
Jenis penelitian yang dugunakan adalah dengan model eksperimen. Penelitian ini

berfokus menggunakan metode klasifikasi dengan Agoritma K-Nearest Neighbors

Lisensi: Creative Commons Attribution-ShareAlike 4.0 International License (CC BY-SA 4.0)


https://creativecommons.org/licenses/by-sa/4.0/
https://creativecommons.org/licenses/by-sa/4.0/

Analisis Transaksi Pembayaran Tiket Kereta Api (Kai) ... | (Rizki Agustian, 2025)
Jurnal llmu Komputer | Vol. 3 No. 1 (2025) 235-250 238

(KNN) dan Naive Bayes pada PT XYZ dengan data yang digunakan adalah data
penjualan tiket kereta api tujuan malang tahun 2022, 2023, 2024 dengan data sebanyak
15.000 data dan dibagi menjadi 80% (12.000) sebagai training dan 20% (3.000) sebagai
testing untuk digunakan dalam menentukan klasifikasi tren permintaan Tiket Kereta
Api. Berikut memperlihatkan proporsi pembagian data yang digunakan dalam proses

klasifikasi menggunakan algoritma K-Nearest Neighbors dan Naive Bayes pada Tabel 1.

Tabel 1 Contoh Data Set

P!":I:E“" Nomar Invoice: Nama Kereta fam Kelas Tiket " Jenis Kelomin|  Pekerjaan Umur | Katagori Bulan Tipe
1|INV1214105166528 Gajayana Executive 1340 WiB Eksekutif 460000 | Laki-laki 16 Mid Price Agustus 2022 Low
2|INV1215276307507 Majapahit 1830 WIB Ekonomi 230000 [Perempuan 57 Low Price Desember 2022 |Low
3|INV1212175858888 Brawijaya 1540 WiB Eksekutif 460000 | Laki-laki 16 Mid Price Juni 2022 Low
4{INV1 | Jayabaya Economy 16.45 WIB Ekonomi 260000 |Laki-laki 36 Low Price Maret 2022 Low
5|INV1217817716275 Gajayana Luxury Executive 18.40WiB Eksekutif 1050000 | Laki-'aki 4 High Price Mei 2022 High
6|INV1218077605564 | Jayabaya Executive 16.45 WIB Eksekutif 460000 |Perempuan 3 Mid Price Februan 2022 Low
7|INV1212004711781 Jayabaya Economy 16.45 WIB Ekonomi 260000 |Laki-laki 57 Low Price Juli 2022 Low
8|INV1215036340524 | Jayabaya Executive 16.45 WIB Eksekutif 460000 | Laki-/aki n Mid Price Maret 2022 Low
9|INV1215338558210 Brawijaya 15.40 WiB Eksekutif 460000 | Laki-/aki 2% Mid Price April 2022 Low

10/INV1214452875276 Gajayana Executive 1240 Wi Eksehutif 450000 |Perempuan 50 Mid Price April 2022 Low
11/ INV1217044867400 Gajayana Luxury Executive 1340 Wi Eksekutif 1050000 |Laki-1aki 53 High Price September 2022 [High
12|INV1212026068165 Gajayana Luxury Executive 1240 Wi Eksekutif 1050000 |Laki-laki 2 High Price Januari 2022 Low
13[INV1213031676551 Majapahit 18.30 WIB Ekonomi 230000 |Laki-laki 35 Low Price Mei 2022 Low
14|INV1214407756745 Matarmaja 1020 Wi Ekonomi 180000 [Laki-laki 18 Low Price Mei 2022 Low
15[INV1211732860663 Majapahit 1830 WIB Ekonomi 230000 [Perempuan 14 Low Price Mei 2022 Low
16|INV1213508458254 Majapahit 18.30 WIB Ekonomi 230000 [Laki-laki Karyawan Swasta 48 Low Price Oktober 2022 High
17|INV1214034040342 Gajayana Luxury Executive 1340 WIB Eksekutif 1050000 [Perempuan Karyawan Swasta 42 High Price Juni 2022 Low
18{INV1216240366402 Brawijaya 1540 WIB Eksekutif 460000 |Per Pel 13 Mid Price Desember 2022 |Low
13(INV1210812438758 16.45 WiB Ekonomi 260000 |Per 37 Low Price Juli 2022 Low
20|INV1215082232482 xecutive 18.40 Wig Eksekutif 1050000 |Lat ) High Price September 2022 |High
21|INV1213266857847 16.45 WiB Eksekutif 460000 |Pere: 13 Mid Price Agustus 2022 High
22|INV1216504041530 16.45 WiB Ekonomi 260000 |Lat 5 Low Price Agustus 2022 High
23|INV1213788250765 16.45 WIB Eksekutif 460000 |Per 4% Mid Price September 2022 |Low
24/INV1216271650828 18.40 WIB Eksekutif 460000 |Per 3 Mid Price Oktober 2022 Low
25|INV1212685375417 xecutive 18.40 WiB Eksekutif 1050000 [Pere: 45 High Price Oktober 2022 High
26|INV1213415313324 xecutive 18.40 WIB Eksekutif 1050000 [Per 47 High Price Agustus 2022 [High
27|INV1217204567325 18.30wiB Ekonomi 230000 |Per 4 Low Price Desember 2022 |Low
28|INV1211532568612 1240 Wi Eksehutif 450000 [Peremps a4 Mid Price MNovember 2022 |Low
29 INV1213451243760 Majapahit 18.30 WIB Ekonomi 230000 [Perempuan Karyawan Swasta 34 Low Price Agustus 2022 High
30/INV1213578336520 Brawijaya 1540 WiB Eksekutif 460000 |Perempuan Pelajar 17 Mid Price Desember 2022 |Low
31|INV1217400874102 Jayabaya Economy 16.45 WIB Ekonomi 260000 |Laki-laki Wirausaha 2% Low Price Juni 2022 Low
32|INV1215053518004 Gajayana Luxury Executive 1240 Wi Eksekutif 1050000 |Laki-laki Karyawan Swasta 2 High Price Desember 2022 |High

Pada tahap pertama penelitian ini prediksi dilakukan berdasarkan data-data yang
sudah dilakukan pembersihan dan pengklasifikasian sehingga mendapatkan atribut yang
lebih sederhana dibandingkan dengan data aslinya. Data yang digunakan berupa data
penjualan tiket kereta api tahun 2022, 2023 & 2024 dengan banyak data 15.000 data.
Jadi data yang akan diolah telah memiliki variable tujuan yaitu banyak atau tidaknya
permintaan tiket kereta api Hal ini dimaksudkan agar dapat diketahui nilai akurasi dari
hasil prediksi berdasarkan penerapan dan tiga algoritma data mining yang digunakan.
Hasil dari pengumpulan data yang akan digunakan dalam penelitian, Namun tidak
semua data dapat digunakan karena perlu dilakukan preprocessing data atau pengolahan
data awal untuk mendapatkan data yang baik Adapun rincian 12 atribut yang digunakan

Setelah data terkumpul, dilakukan proses pengujian terhadap model klasifikasi
menggunakan dataset yang terdiri atas 15.000 baris data transaksi tiket kereta api.
Dataset tersebut telah melewati tahapan pembersihan data (data cleaning) secara

menyeluruh untuk menjamin kualitas dan keabsahan data yang digunakan dalam proses
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analisis. Tahapan pembersihan ini mencakup penghapusan data duplikat, penanganan
terhadap nilai yang hilang (missing values), pengoreksian kesalahan penulisan atau
format, serta standarisasi data untuk memastikan keseragaman nilai pada setiap atribut.

Setelah data dipastikan bersih dan layak digunakan, dilakukan proses pembagian
data (data splitting) untuk keperluan pelatihan (training) dan pengujian (testing).
Pembagian ini menggunakan proporsi standar yaitu 80% data (sebanyak 12.000 baris)
digunakan sebagai data latih, dan 20% data (sebanyak 3.000 baris) digunakan sebagai
data uji. Tujuan dari pembagian ini adalah untuk melatih model pada sebagian besar
data yang tersedia dan kemudian menguji kemampuan generalisasi model terhadap data
yang belum pernah dilihat sebelumnya.

Pengujian dilakukan untuk mengevaluasi dan membandingkan performa dua
algoritma Klasifikasi, yakni K-Nearest Neighbors dan Naive Bayes. Kedua algoritma
tersebut dipilih karena memiliki karakteristik dan pendekatan yang berbeda dalam
menyelesaikan permasalahan Klasifikasi, sehingga diharapkan mampu memberikan
wawasan yang komprehensif terkait efektivitas masing-masing metode dalam konteks
data transaksi pembayaran tiket kereta api. Evaluasi kinerja model dilakukan dengan
mengukur tiga metrik utama, yaitu
1. Accuracy

Accuracy merupakan rasio prediksi benar ( positif dan negative ) dengan

keseluruahan data rumus accuracy adalah

Accuracy = True Positif + True Negatif % 100% 1)
Total Data

2. Precision
merupakan rasio prediksi benar positif dibandingkan dengan keseluruhan
hasil yang diprediksi positif. Rumus precision adalah
Precision = True Positif x 100%. 2

True Positif + False Positif

3. Recall
Recall merupakan rasio prediksi benar positif dibandingkan dengan
keseluruhan data yang benar positif. Rumus recall adalah :
Recall = True Positif x 100% 3

True Positif + False Negatif
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2.1 Alur Penelitian

Perumusan tujuan yang tepat akan membantu peneliti dalam menentukan
langkah-langkah strategis yang sistematis dalam menjawab rumusan masalah. Dengan
demikian, apabila tujuan penelitian ditetapkan secara jelas dan terstruktur, maka
pelaksanaan penelitian, termasuk proses pengumpulan data, analisis, hingga pemecahan

masalah, akan dapat dilakukan secara efektif, efisien, dan terfokus.

Mulai

1
L]

Parumusan Masalah

|
L

Pengumpulan Data
1
L 8

‘ Pengolahan Data

]
Pangujian Data

Algoritma K- Nearst

Neighbor Algoritma Naive Beyes

-{ Evaluasi

Menyimpulkan Algoritma
yg paling efektif

‘ Kesimpulan

Selesai

Gambar 1 Alur Penelitian

Dari Gambar 1 diatas dapat dideskripsikan alur penelitian bahwa pada tahap awal
akan dilakukan pengumpulan data yang dibutuhkan dalam penelitian ini, kemudian akan
dilakukan pengolahan data dengan menggunakan aplikasi pengolahan data agar lebih
mudah diproses pada saat pengujian data. Setelah dilakukan pengolahan data kemudian
data tersebut dilakukan pengujian data dengan menggunakan dua algoritma yang telah
dipilih diantaranya Agoritma K-Nearest Neighbors (KNN) dan Naive Bayes. Pada tahap
evaluasi, jika hasil mengalami ketidak sesuaian dengan yang diharapkan maka program
dievaluasi Kembali dan dilakukan literasi Kembali pada tahap pengujian, pengumpulan

data, maupun pengolahan data berdasarkan hasil evaluasi mana yang perlu dikaji ulang.
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Dari implementasi algoritma tersebut, akan didapatkan hasil kesimpulan berdasarkan
hasil evaluasi untuk memperoleh akurasi yang lebih tinggi dari pengujian tersebut dan

akan diimplementasikan pada aplikasi yang akan dibuat.

3. HASIL DAN PEMBAHASAN

Pada penelitian ini, yang dilakukan pada PT XYZ dengan menggunakan metode
klasifikasi digunakan untuk menguji performa model terhadap dataset yang tersedia.
Proses pengujian dilakukan dengan membagi dataset menjadi dua bagian, yaitu, dari
jumlah data yang dilakukan pengujian sebanyak 80% untuk training dan 20% sebagai
testing. Hasil evaluasi model Kklasifikasi dalam penelitian ini dilakukan dengan
membandingkan dua algoritma machine learning yang digunakan, yaitu algoritma K-
Nearest Neighbor (KNN) dan Naive Bayes. Evaluasi dilakukan berdasarkan metrik
performa utama, yaitu accuracy, presision, dan recall, guna mengukur efektivitas dan
efisiensi model dalam melakukan klasifikasi terhadap data yang telah dibagi menjadi
data pelatihan (training) dan pengujian (testing). Berikut ini adalah hasil evaluasi
model dua algoritma klasifikasi yang digunakan untuk pengujian adalah algotima K-

Nearest Neighbor (KNN) dan Naive Bayes hasil dari eveluasi yang sudah dilakukan.

3.1 Evaluasi Model Predictions K-Nearest Neighbor

Pada Gambar 2 dibawah ini dijelaskan bahwa evaluasi model prediksi dilakukan
dengan tujuan untuk mengukur kinerja dan kemampuan model dalam melakukan
klasifikasi terhadap permintaan tiket kereta api. Proses evaluasi ini mencakup pengujian
terhadap tingkat Accuracy, Presision, dan Recall yang diperoleh dari hasil prediksi,
sehingga dapat diketahui sejauh mana model mampu mengelompokkan data dengan
benar dan andal berdasarkan karakteristik transaksi yang tersedia.
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Gambar 2 Evaluasi Kinerja Model Prediction dengan Algoritma K-Nearest Neighbors

Evaluasi kinerja model prediction dengan menggunakan algoritma K-Nearest Neighbors
dilakukan melalui beberapa tahapan berikut:
A. Data Tiket Kereta Api dalam Format Excel

Data yang digunakan dalam penelitian ini berupa data transaksi tiket kereta
api yang disimpan dalam format Microsoft Excel (.xIsx). Data ini mencakup
informasi seperti ID pelanggan, Nomor Invoice, Nama Kereta, Jam
Berangkatan, Kelas Tiket, Pembayaran, Jenis Kelamin, Pekerjaan, Umur,
Katagori, Bulan, Tipe.

Data tersebut diimpor ke dalam RapidMiner untuk dilakukan proses
analisis lebih lanjut. Format Excel dipilih karena kompatibel dan mudah
diproses di dalam platform RapidMiner, baik untuk preprocessing maupun
pemodelan data.

B. Split Data: Pembagian Data 80% dan 20%

Langkah selanjutnya dalam proses analisis adalah melakukan pembagian
data (data splitting). Data transaksi dibagi menjadi dua bagian:

1. 80% data digunakan sebagai data latih (training set)

2. 20% data digunakan sebagai data uji (testing set)

Tujuan dari pembagian ini adalah agar model yang dibangun dapat
dilatih terlebih dahulu menggunakan data training, dan kemudian diuji
kemampuannya terhadap data testing yang belum pernah dilihat sebelumnya,
sehingga evaluasi model lebih objektif.

C. Model K-Nearest Neighbors (KNN)
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Setelah proses pembagian data selesai, langkah berikutnya adalah
membangun model klasifikasi menggunakan algoritma K-Nearest Neighbors.
Dalam penelitian ini, nilai parameter k ditetapkan sebesar 3, yang berarti setiap
data uji akan diklasifikasikan berdasarkan mayoritas dari 3 tetangga terdekat
dalam data latih. Model KNN digunakan karena sifatnya yang sederhana
namun efektif dalam mengklasifikasikan data berdasarkan kemiripan antar
fitur.

D. Apply Model

Tahapan ini adalah proses menerapkan model KNN yang telah dibangun
terhadap data uji. Dengan menggunakan operator "Apply Model" di
RapidMiner, model yang telah dilatih akan digunakan untuk memprediksi
label (kelas) dari data testing. Langkah ini bertujuan untuk mengetahui sejauh
mana model yang telah dibangun mampu mengklasifikasikan data baru secara
akurat dan sesuai dengan kategori yang seharusnya.

E. Performance: Recall, Precision, dan Accuracy

Tahapan akhir adalah evaluasi kinerja model dengan menghitung tiga metrik

utama, yaitu:

1. Accuracy (Akurasi): Mengukur seberapa banyak prediksi yang benar
dibandingkan dengan keseluruhan jumlah data uji.

2. Precision (Presisi): Mengukur ketepatan model dalam memprediksi kelas
tertentu (positif).

3. Recall (Daya Ingat): Mengukur kemampuan model dalam menemukan

semua data yang termasuk dalam kelas tertentu (positif).

Pada Tabel 2 ini menyajikan hasil evaluasi performa model Kklasifikasi
menggunakan algoritma K-Nearest Neighbor (K-NN) berdasarkan metrik evaluasi
seperti Accuracy, Precision, dan Recall. Pengujian dilakukan terhadap data yang telah

dibagi menjadi data latih dan data uji, dengan nilai parameter k yang telah ditentukan

Table 2 Perbandingan Hasil Evaluasi Model Predictions K-Nearest Neighbor

K-Nearest Neighbor
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No Tahun 2022 2023 2024
1 Accuracy 62.90 % 56.50 % 70.90 %
2 Precision 62.36 % 56.52 % 66.30 %
3 Recall 62.17 % 56.53 % 66.71 %

3.2 Evaluasi Model Predictions Naive Bayes

Pada Gambar 3 dibawah ini dijelaskan bahwa evaluasi model prediksi dilakukan

dengan tujuan untuk mengukur kinerja dan kemampuan model dalam melakukan

klasifikasi terhadap permintaan tiket kereta api. Proses evaluasi ini mencakup pengujian

terhadap tingkat accuracy, presision, dan recall yang diperoleh dari hasil prediksi,

sehingga dapat diketahui sejauh mana model mampu mengelompokkan data dengan

benar dan andal berdasarkan karakteristik transaksi yang tersedia.

Process

Process b JoRyc » B i @ & B

Data Tiket Kereta Haive Bayes Performance
inp il out [} tra mod [} lab % per [} [ES,
* eal) per exa ) res
Split Data Apply Model

med lab [
w T mad)

Gambar 3 Model Prediction dengan Algoritma Naive Bayes

A. Data Tiket Kereta Api dalam Format Excel

Data yang digunakan dalam penelitian ini berupa data transaksi tiket kereta api

yang disimpan dalam format Microsoft Excel (.xIsx). Data ini mencakup informasi

seperti, ID pelanggan, Nomor Invoice, Nama Kereta, Jam Berangkatan, Kelas

Tiket, Pembayaran, Jenis Kelamin, Pekerjaan, Umur, Katagori, Bulan, Tipe.

Data tersebut diimpor ke dalam RapidMiner untuk dilakukan proses analisis

lebih lanjut. Format Excel dipilih karena kompatibel dan mudah diproses di dalam

platform RapidMiner, baik untuk preprocessing maupun pemodelan data.
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B. Split Data: Pembagian Data 80% dan 20%

Langkah selanjutnya dalam proses analisis adalah melakukan pembagian data
(data splitting). Data transaksi dibagi menjadi dua bagian:

1. 80% data digunakan sebagai data latih (training set)

2. 20% data digunakan sebagai data uji (testing set)

Tujuan dari pembagian ini adalah agar model yang dibangun dapat dilatih
terlebih dahulu menggunakan data training, dan kemudian diuji kemampuannya
terhadap data testing yang belum pernah dilihat sebelumnya, sehingga evaluasi
model lebih objektif.

C. Model Naive Bayes

Setelah proses pembagian data selesai, langkah selanjutnya adalah
membangun model Kklasifikasi menggunakan algoritma Naive Bayes. Dalam
penelitian ini, model Naive Bayes dikembangkan dengan prinsip bahwa setiap
fitur dalam data bersifat independen satu sama lain, sehingga probabilitas
gabungan dapat dihitung sebagai hasil perkalian dari probabilitas masing-masing
fitur. Model ini digunakan karena kesederhanaannya dalam implementasi dan
kemampuannya untuk memberikan klasifikasi yang efektif, terutama dalam
menghadapi data dengan dimensi tinggi dan jumlah variabel yang banyak.

D. Apply Model

Tahapan ini adalah proses menerapkan model KNN yang telah dibangun
terhadap data uji. Dengan menggunakan operator "Apply Model™ di RapidMiner,
model yang telah dilatih akan digunakan untuk memprediksi label (kelas) dari data
testing. Langkah ini bertujuan untuk mengetahui sejauh mana model yang telah
dibangun mampu mengklasifikasikan data baru secara akurat dan sesuai dengan

kategori yang seharusnya.

E. Performance: Recall, Precision, dan Accuracy

Tahapan akhir adalah evaluasi kinerja model dengan menghitung tiga metrik
utama, yaitu:
1. Accuracy (Akurasi): Mengukur seberapa banyak prediksi yang benar

dibandingkan dengan keseluruhan jumlah data uji.
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2. Precision (Presisi): Mengukur ketepatan model dalam memprediksi kelas

tertentu (positif).

3. Recall (Daya Ingat): Mengukur kemampuan model dalam menemukan semua

data yang termasuk dalam kelas tertentu (positif).

Pada Tabel 3 ini menyajikan hasil evaluasi performa model Kklasifikasi
menggunakan algoritma Naive Bayes berdasarkan metrik evaluasi utama yaitu
Accuracy, Precision, dan Recall. Pengujian dilakukan terhadap data uji setelah model
dibangun menggunakan data latih yang telah melalui proses pra-pemrosesan dan
pembagian data.

Tabel 3 Perbandingan Hasil Evaluasi Model Predictions Naive Bayes

Naive Bayes
No Tahun 2022 2023 2024
1 Accuracy 91.90 % 99.10 % 93.60 %
2 Precision 91.63 % 99.07 % 91.47 %
3 Recall 91.92 % 99.14 % 95.36 %

4. KESIMPULAN

Berdasarkan Hasil penelitian ini menunjukkan bahwa penerapan klasifikasi data
penjualan tiket tahun 2022, 2023 & 2024 dengan menggunakan algoritma K-Nearest
Neighbor dan Naive Bayes Pada PT XYZ penulis meyimpulkan sebagai berikut:
Algoritma Naive Bayes adalah pilihan terbaik untuk dataset ini berdasarkan akurasi
yang diperoleh pada kedua tahap evaluasi. Dengan nilai akurasi 99.10% pada model
prediction. Algoritma Naive Bayes secara signifikan lebih unggul dibandingkan dengan
Algoritma K-Nearest Neighbor (KNN) dalam hal prediksi dan generalisasi data. Dari
data tersebut, dapat disimpulkan bahwa algoritma Naive Bayes secara konsisten
memberikan performa yang lebih baik dibandingkan dengan algoritma K-Nearest
Neighbor (KNN) dalam kasus ini. accuracy yang tinggi pada model prediction
menunjukkan bahwa Algoritma Naive Bayes dalam melakukan prediksi dan generalisasi
terhadap data yang diberikan. Hasil evaluasi Confusion Matrix dengan model
prediction, Algoritma Naive Bayes adalah pilihan terbaik untuk dataset ini, dengan
model prediction memiliki akurasi sebesar 99.10%. Accuracy mengukur seberapa

banyak prediksi yang benar dari total prediksi yang dilakukan memiliki Precision
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sebesar 99.07%. Presisi mengukur seberapa tepat model dalam memprediksi positif.

Model prediction memiliki recall sebesar 99.14%.
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